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Zoran Ognjanović Mathematical Institute SANU, Serbia
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Mirjana Maljković Faculty of Mathematics, University of Belgrade,

Serbia
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Preface

This book contains 18 papers related to talks or posters presented at the Bel-
grade Bioinformatics Conference 2016 (BELBI 2016), held 20 - 24 June 2016
in Belgrade, Serbia. We are grateful to all authors for writing their contribu-
tions to these proceedings. Articles presented here should be useful not only to
participants of this conference but also to PhD students and other researches in
bioinformatics and related topics.

This international conference grew out of the communities of previous confer-
ences held in Belgrade, Data Mining in Bioinformatics (DMBI, 2012) and the
Theoretical Approaches to Bioinformation Systems (TABIS, 2010, 2013). It was
organized by the Bioinformatics group from the University of Belgrade, Fac-
ulty of Mathematics, in cooperation with several other institutions from the
University of Belgrade (Faculty of Agriculture, Faculty of Biology, Faculty of
Chemistry, Faculty of Physical Chemistry, Institute for Biological Research ”Sinǐsa
Stanković”, Institute for General and Physical Chemistry, Institute for Medical
Research, Institute of Molecular Genetics and Genetic Engineering, Vinča In-
stitute of Nuclear Sciences), Mathematical Institute of the Serbian Academy of
Science and Arts and COST (European Cooperation in Science and Technology)
Action BM1405.

The main purpose of the BelBI 2016 conference was illumination of different
aspects of bioinformation systems, from theoretical approaches to modeling dif-
ferent phenomena in life sciences, to information technologies necessary for
analysis and understanding huge amount of data generated, to application of
computer science and informatics in the domain of precision medicine, finding
new remedies against debilitating diseases and drug development. This is a big
interdisciplinary and interrelated field of research.

The conference focused on three main research fields:

1. Theoretical Approaches to BioInformation Systems (TABIS).
2. Bioinformatics and Data Mining for OMICs Data.
3. Biomedical Informatics.

The conference program contained keynote lectures, invited talks, selected oral
and poster presentations.

We thank all members of the International Advisory, Program and Organizing
Committees for their help to have this event successful. We also thank all speak-
ers for their high level, interesting and valuable talks, and other participants for
their active attendance. We express our gratitude to the sponsors: Ministry of Ed-
ucation, Science and Technological Development of the Republic of Serbia; Cen-
tral European Initiative(CEI); Telekom Srbija; SevenBridges Genomic; RNIDS -
Register of National Internet Domain Names of Serbia; and Genomix4Life.

The overall number of participants was 123 and they came from 24 countries.
We hope that all attending this conference will remember it as a useful and



pleasant event, and will wish to participate again in the future.

Some more information on BELBI 2016 can be found at the conference web-
site http://www.belbi2016.matf.bg.ac.rs/. The second conference in this series
of conferences, BELBI 2018, will be organized in the similar way and will be
held 18 - 22 June 2018 in Belgrade, see http://belbi.bg.ac.rs/.

Belgrade, December 2017 Editors:
Branko Dragovich

Gordana Pavlovic-Lazetić
Nenad Mitić

BelBI2016, Belgrade, June 2016.
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Machine learning-based approach to help diagnosing Alzheimer’s
disease through spontaneous speech analysis . . . . . . . . . . . . . . . . . . . . . . . . . 38
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Malkov, and Olgica Djurkovíc-Djakovíc

Viral: Real-world competing process simulations on multiplex networks . . 151
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Protein dynamics and protein functioning

Vladik Avetisov1,2 and Ekaterina Borshcheva1,2

1 The Semenov Institute of Chemical Physics of the Russian Academy of Sciences,
Kosygina 4, 119991 Moscow, Russia

2 National Research University Higher School of Economics, Myasnitskaya 20, 101000
Moscow, Russia

vladik.avetisov@gmail.com; katbr@yandex.ru

Abstract. In this paper, we present the studies of an ultrametric mathe-
matical model for protein operation and give them physical interpretations
that extend the conventional view of enzymatic activity regulation. The
model is based on a representation of a multidimensional rugged energy
landscapes by a hierarchy of nested basins of local minima and an approx-
imation of protein dynamics with an ultrametric random walk. In contrast
to an ordinary random walk, the ultrametric random walk is more suitable
for describing of multiscale conformational dynamics and it is consistent
with the kinetic features of ligand binding. Using our ultrametric model
we show different ways to regulate enzymatic activity.

Keywords: ultrametric models, protein dynamics, protein functioning, en-
zymatic activity, regulation

1. Introduction

Proteins are one of the key biopolymers in a cell. They are often regarded as
molecular machines that carry out various operations at the molecular level,
e.g. specific binding, charge transfer, formation or breaking of a chemical bond,
etc. It has long been understood that the outstanding functional ability of pro-
teins is due not to only their specific folding, but also of their specific conforma-
tional mobility (for earlier views see, for example, [1]). Among globular poly-
mers, proteins are distinguished by having a very wide range of intra-structural
movements typical for soft matter, from one side, and for solid matter, from the
other side. When we speak about picoseconds timescales we have in mind the
motility of relatively small atomic groups within a protein; however, the mov-
ability of much larger molecular fragments, conditioned by the displacement of
neighboring molecular groups, also affects the protein dynamics. In proteins,
such non-local movements can take place on a very wide range of time scales
that range from 10−9 seconds up to 100 sec and even more. ”Protein confor-
mational dynamics“ means precisely the non-local multiscale motions extended
over many orders of time. These motions are of primary interest when studying
the relationships between protein functioning and protein dynamics.

In various proteins, the interconnections between protein dynamics and pro-
tein functioning are different (see, for example, [2]). Nevertheless, there is a
basic theoretical problem in this area related to the description of conforma-
tional dynamics on a range of time scales relevant to protein functioning; the

BelBI2016, Belgrade, June 2016. 1



Avetisov et al.

non-triviality of the problem is evident already from its formal statement. In-
deed, let us view on a molecular structure as a classical system of N-particles,
each with m degrees of freedom. The system states can be thought as an Eu-
clidean space S of dimension d = Nm, in which a position of an imaginative
point described by d-dimensional vector

−→
R is associated with a particular state

of the system. Then, by introducing an energy landscape, Φ(
−→
R ), over the states

space S and defining the dynamic equations on the landscape Φ(
−→
R ), we can

study the system dynamics.
In the case of low-dimensional energy landscape Φ(

−→
R ) with a few extrema,

one can realize the study analytically or numerically; however, proteins are not
such a case, because protein energy landscapes are extremely complex. Numer-
ous restrictions on inter-structural movements caused by the chemical continu-
ity of a protein macromolecule and its dense folding lead to an astronomically
large number of local energy minima, ”valleys“ and ”ridges“. The protein en-
ergy landscape turns out to be so rugged that its exhaustive presentation seems
impossible, even with extreme computing resources. Computer reconstructions
of protein energy landscapes give either a detailed picture of protein behavior
in a relatively small area of the protein conformational space, or a sketch of
coarse-grained protein dynamics on the whole space of the states (see, for ex-
ample, [3] and references therein). Therefore, analytical modeling of protein
dynamics, which would be relevant to protein functioning, remains a challeng-
ing theoretical problem.

In this paper, we present the studies of a model of protein functioning that
retains the multiscale description due to the model’s design. The model is con-
structed within the framework of a representation of a multidimensional, rugged
energy landscape by hierarchically nested basins of local minima, with an ap-
proximation of the dynamics on the basins via an ultrametric random process.
This approach was developed in [4–9]. An ultrametric description of the protein
operation cycle was announced earlier in [10]. We remain in a line with these
ideas, yet present here a more detailed consideration of those regimes in which
a protein can work. The presented results, we believe, significantly expand ideas
on the regulation of enzymatic activity.

Our approach is partially contrasted to the pioneer model [11] that explicitly
linked protein functioning with the protein’s conformational dynamics. A set of
models similar to [11] are available in later publications (see, for example, [12,
13] ). We would like to emphasize that the basic idea of [11], to perceive the
protein conformational dynamics as a random process propagating in a space of
conformational states, seems physically reasonable; we are based on the same
view. However, the approximation of stochastic protein dynamics by familiar dif-
fusion in a well potential seems overly rough. Such an approximation deprives
the protein dynamics of their multiscale character. This is crucial, because the
combination of high dimensionality of the system states with multiscale stochas-
tic dynamics can lead to the critical behavior of the system. Such expectations
for proteins presume a rich diversity of dynamic modes in which the proteins
can work.

The paper is organized as follows. We start from a scheme of the cyclic work-
ing of a protein, common for us and [11], and give short commentary on the
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main propositions of the model [11]. Then, we set forth the ideas of the mul-
tiscale description of protein dynamics and introduce our model of the opera-
tion cycle, focusing on its particular qualities. Finally, we describe the dynamical
regimes of the working cycle and give them physical interpretations.

2. Model architecture

Similar to [11], we consider a model of the cyclic binding and unbinding of a
small ligand to a protein. The simplest scheme suggests two specific conforma-
tions of the protein: (E1) refers to the equilibrated state of the bound ligand-
protein system, and (E2) refers to an unbound equilibrated state of the ligand-
free protein. It is assumed that the states E1 and E2 are sufficiently remote from
each other in their conformations. Then, the protein operation cycle proceeds as
follows. Let the ligand-free protein be in the equilibrium state, E2. The binding
of a ligand takes the protein out of the equilibrium and the conformational rear-
rangements toward the bounded equilibrium state, E1, start. When the ligand–
protein system reaches E1, the ligand separates from the protein and confor-
mational rearrangements start in the opposite direction to the unbound state,
E2. Thus, the ligand binding and unbinding are driven by cyclic conformational
rearrangements between two specific conformational states, E1 and E2.

Formally, the two-state operation cycle can be described as follows. Let B be
a space of protein conformational states, x ∈ B is a conformational state, and the
bound and unbound specific states (E1 = x1 and E2 = x2) lie respectively in the
domains O1 ⊂ B and O2 ⊂ B, which are quite remote from each other. Let P1(x, t)
be the distribution of bound proteins over the space B at time t and P2(x, t) be the
distribution of unbound proteins over the same space. The total concentration
of the bound and unbound proteins remains constant:∫

B
(P1(x, t)+P2(x, t))dx = 1. (1)

The distribution P1(x, t) (and, respectively, P2(x, t)) can be understood as the
transition function of a random process x(t) that represents the conformational
dynamics of a bound (respectively, unbound) protein. That is, P1(x, t) is the con-
ditional probability density to find a bound (respectively, unbound) protein in a
state x at time t provided that at the initial time the protein was in a given state
x0. Then, the operation cycle is described by two kinetic equations of the form:

∂P1(x, t)
∂ t

= [DxP1](x, t)+λ1(x)P1(x, t)−λ2(x)P2(x, t)

∂P2(x, t)
∂ t

= [DxP2](x, t)−λ1(x)P1(x, t)+λ2(x)P2(x, t), (2)

where an operator Dx (as yet introduced formally) defines the protein conforma-
tional dynamics, and λ1(x) and λ2(x) are the rate constants of the formation and
breaking of chemical bonds, respectively, between ligands and proteins. Note,
that λ1(x) and λ2(x) take nonzero values only in the domains O1 and O2, respec-
tively. We imply also that the ligand concentration is constant, i.e. the binding
and unbinding reactions obey the monomolecular kinetics.

BelBI2016, Belgrade, June 2016. 3
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The operator Dx is a key ingredient of the model, yet its explicit definition
needs a simplified representation of the protein energy landscape. In this respect,
the authors of [11] made two assumptions. First, they suggested that, in view
of the ”reaction coordinate“, the protein energy landscape can be considered
as a well potential with many local minima and barriers on its walls. Then, to
describe such a landscape, they introduced two characteristic scales, the smaller
related to the barriers separating the local minima, and the larger refering to the
well itself. These simplifications allowed them to replace a non-trivial problem
of the description of stochastic dynamics on a multidimensional, rugged energy
landscape with a familiar model of one-dimensional diffusion in a well potential.
By these reasons, the protein conformational dynamics was described in [11] by
the Fokker-Planck equation,

∂P(x, t)
∂ t

= D
∂ 2P(x, t)

∂x2 +
∂

∂x

[
1

kT
P(x, t)

∂U(x)
∂x

]
, (3)

where P(x, t) is the distribution of probability density along a ”conformational
straight line“ x, U(x) is a well potential with global minima at a point x0, D is
a coefficient of conformational diffusion that depends on the ”viscosity“ of the
conformational space, T is the temperature, and k is the Boltzmann constant.
Note that the viscosity of the conformational space is caused by transitions over
local barriers, and therefore the diffusion coefficient D exponentially depends
on the temperature.

According to the equation (3), the protein operation cycle was described by
two kinetic equations of the reaction-diffusion type:

∂P1(x, t)
∂ t

= D
∂ 2P1(x, t)

∂x2 +
∂

∂x

[
1

kT
P1(x, t)

∂U1(x)
∂x

]
+

+λ1(x)P1(x, t)−λ2(x)P2(x, t)

∂P2(x, t)
∂ t

= D
∂ 2P2(x, t)

∂x2 +
∂

∂x

[
1

kT
P2(x, t)

∂U2(x)
∂x

]
−

−λ1(x)P1(x, t)+λ2(x)P2(x, t), (4)

where U1(x) and U2(x) are the well potentials with global minima at points x1
and x2, positioned on the conformational straight line on some distance L from
each other. In the model (4), relaxation to the bound state x1 is governed by the
potential U1(x), while the reverse relaxation to the unbound state x2 is governed
by the potential U2(x). The ligand binding and unbinding excite the protein and
switch the corresponding potential.

Based on the stationary solution of the equations (4), the authors of [11]
concluded that the cycle time τ is determined mainly by the diffusive moving
between specific conformational states x1 and x2, i.e. by the ratio L/2D . Since
the conformational diffusion coefficient D exponentially depends on T , the cycle
time has the same temperature dependence and this is the only specificity in the
regulation of enzymatic activity.

However, it is well known that the rates of many enzymatic reactions depend
on temperature, though not exponentially or even monotonically, and often have
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maxima at some temperatures; in this respect, the CO rebinding to myoglobin
established in details in [14, 15] is highly indicative. It is noteworthy that the
authors of [11] also mentioned these experiments and stated that their model
(4) is in good agreement with the CO rebinding kinetics. We believe the opposite
– the model (4) is in evident contradictions with the observations [14, 15].

In the basic experiments [14, 15], myoglobin molecules preliminarily bounded
with CO were irradiated by a laser pulse, which broke the chemical bounds be-
tween the ligand and proteins. Immediately after, the kinetics of CO rebinding to
myoglobin were monitored on many time scales (10−7∇ ·102 sec) and in a wide
temperature range (300∇ ·60K and below).

It is obvious that the CO rebinding process directly corresponds to a half of
the cycle (4), so these equations should be consistent with the CO rebinding
kinetics, at least quantitatively. Two outstanding features of the CO-rebinding
kinetics were identified in [14, 15]. Firstly, the CO-rebinding , being limited by
the conformational rearrangements of the protein, had the power-law kinetics
over the wide time-window of the observations. This fact clearly indicates that
the conformational dynamics have multiple scales, which unambiguously con-
tradicts to the assumption that the barriers on the landscape can be averaged
and taken into account as the effective viscosity of the conformational space.
Secondly, the experiments showed that the rebinding rate grows with tempera-
ture decreasing from 300K to 200K; however, it also decreases with subsequent
lowering of the temperature. Non unidirectional responses due to temperature
changes are also not consistent with the model (4). Indeed, a general solution
of the equation

∂P(x, t)
∂ t

= D
∂ 2P(x, t)

∂x2 +
∂

∂x

[
1

kT
P(x, t)

∂U(x)
∂x

]
−λ (x)P(x, t) (5)

has the well known form

P(x, t) =
∞

∑
n=0

L(x,An,γn)e−γnDt , (6)

where L(x, ...) is specified by functions λ (x) and U(x), while parameters An and
γn are defined from the boundary and initial conditions. It is easy to see that
the temperature behavior of solution (6) is determined exclusively by the tem-
perature dependence of the conformational diffusion coefficient D, yet it is ex-
ponential in model (4), as mentioned above. Hence, there is no temperature
agreement to the CO-rebinding is in the model (4).

The model suggested in [11] is not consistent with the actual features of the
CO-rebinding kinetics due to its basic assumptions in its coarse description of
the protein energy landscape and protein dynamics. The conclusions about the
regulation of enzymatic activity, being made from so crude a description, seems
to be incomplete and partly incorrect. One needs a more subtle description of
protein dynamics that, above all, could hold protein dynamic’s multiscale com-
plexity.
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3. Multiscale description of protein conformational dynamics

The multiscale description of protein conformational dynamics and its verifi-
cations were developed in [5, 7, 9]. Here we present the approach itself and
explain the analytical notations used.

The approach is based on a hierarchical scaling of complex landscapes, just
as is done in topography by means of a hierarchy of cross-sections. Applying
this trick against a multidimensional, rugged landscape, we can construct a hi-
erarchy of nested ”basins“ of local minima where each larger basin consists of
smaller ones, each of them consists of even smaller basins, and so on (see, for
example, [3]). Larger basins are separated with higher barriers, while smaller
basins within larger ones are separated with lower barriers. Note that such map-
ping is multiscale by construction, yet it does not preserve the Euclidean metric
of an original landscape.

It is natural to represent the hierarchy of nested basins by a branching tree.
In such a representation, the terminal nodes i = 1, 2, . . . of the tree are the local
energy minima associated with the system states, and the system dynamics are
interpreted in terms of random transitions between the states. Since any leaf i
on the tree boundary can be parameterized by a unique branch leading from the
root to the leaf, any two states differ in the divergent part of the two correspond-
ing branches. As a consequence, any two states differ by the scale of a minimal
basin that contains two given states and the metrics on the space of states obeys
the strong triangle inequality d(i,k)≤max(d(i, j),d( j,k)). Thus, the mapping of
a multidimensional, rugged energy landscape into a hierarchy of nested basins
of local energy minima substitutes the multidimensional space of states with Eu-
clidian metric for an ultrametric space of states. Note that the two states, being
close in Euclidean metric, can turn out to be far from each other in ultrametrics,
and vice versa.

The tree-like mapping looks simple enough for a regular tree of basins with
fixed branching index p (see Figure 1). For any two states (leaves), i and j, there
is one, and only one, minimal basin (subtree) that contains these two states.
Hierarchy level γ(i, j), γ = 1, 2, ... ,γmax, on which a root-vertex of the subtree
lies, completely specifies the transitions between i and j; namely, it specifies
the basin of pγ(i, j) states where the transition occurs, the ultrametric distance
pγ(i, j) to which the transition occurs, and the highest barrier Hγ(i, j) over which
the transition occurs. Accordingly, the rate w(i| j) of transitions between i and j
is determined by the ultrametric distance between the states. By this reasoning,
the transition rates are specified only by hierarchy levels γ(i, j) and the transition
matrix W of an ultrametric random walk has the characteristic block-hierarchical
structure related to the basin hierarchy.

Having the transition matrix W, one can construct the muster equation for
ultrametric random walk. Let P(i, t|i0,0) be the transition probability function of
the random walks, i.e. the probability to find a system in state i at time t if it
was in a particular state i0 at the initial time, t = 0. The transition function is
a probability measure of all paths of length t which start in i0 and end in i. For
shortness, we will denote the transition probability as P(i, t).
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FIG. 1: (a) Regularly branching tree of basins: γ = 1, 2, 3 are the hierarchy levels;
wγ are the transition rates constants between the leaves of the tree. (b) Block-
hierarchical structure of the transition matrix.

Now, let the transition probability P(i, t) obeys the muster equation of the
form

∂P(i, t)
∂ t

= ∑
i 6= j

w(i| j)P( j, t)−∑
i 6= j

w( j|i)P(i, t) (7)

with the initial condition P(i,0) = δ (i− i0), where w(i| j) are the transition rate
constants. Assuming that the probability to escape from any basin decreases with
an increasing of the basin scale, and, when the system transits in to a basin, it
occupies any of its states with equal probability, we can rewrite the equation (7)
as follows:

∂P(i, t)
∂ t

= ∑
i 6= j

w(|i− j|p)P( j, t)−∑
i6= j

w(|i− j|p)P(i, t), (8)

where |i− j|p = pγ(i, j) is an ultrametric distance between i and j.
The continuous limit of the discrete random walk (8) leads to the p-adic

equation of ultrametric diffusion (for details see [4, 9]; for introduction in p-adic
analysis see, for example, [16]). A sketch of the continuous limit is as follows.
Firstly, the leaves i = 1, 2, . . . on the tree boundary are parameterized by a set of
rational numbers using a mapping

i←→ x = p−r (a0 +a1 p+ · · ·+am−1 pm−1) , (9)

where p ≥ 2 is a prime number, 0 ≤ ak ≤ p− 1, k = 0, 1, . . . , m− 1 and r is an
integer. On the rational numbers {x} of the form (9), the p-adic norm | · |p is
defined as

|x|p = |p−r (a0 +a1 p+ · · ·+as ps · · ·+am−1 pm−1) |p = pr
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if a0 = a1 = · · ·= as−1 = 0 and as 6= 0. Then, in the limit m→ ∞, every element of
the set {x} can be represented as an infinite series

x = p−r
∞

∑
i=0

ai pi, (10)

that converges in the p-adic norm | · |p. Therefore, in the limit m→ ∞, the set
of rational numbers {x} becomes a compact subset Br of the field Qp of p-adic
numbers. The limit r → ∞ extends the subset Br to the field Qp. On the field
Qp, one can enter the ultrametric d(x,y) = |x− y|p that makes the field Qp an
ultrametric space.

Thereby, the system states x become the elements of Qp, and the muster equa-
tion (8) transforms into a p-adic Kolmogorov-Feller equation for a homogeneous
stationary Markov process on Qp:

∂

∂ t
P(x, t) =

∫
Qp

w(|x− y|p)(P(y, t)−P(x, t))dpy, (11)

where the rate constants of transitions are defined as

w(|x− y|p) = lim
t ′→t

P(y, t ′|x, t)
|t ′− t|

.

Note that the function w(|x− y|p) can have various forms. Therefore, the
ultrametric diffusion equation (11) describes a family of ultrametric random
processes. The particular form of w(|x− y|p) is chosen by following the reasons
related to the question under the study. For protein conformational dynamics,
w(|x−y|p) should conform to the CO rebinding kinetics, and such a function has
the form w(|x− y|p) = |x− y|−(α+1)

p , where α ∼ T−1 (see [6]).
Thus, in our model of the protein operation cycle, the protein conformational

dynamics are not described by the Fokker-Planck equation, as was done in [11];
they are described by the ultrametric diffusion equation

∂P(x, t)
∂ t

=
∫

Br

P(y, t)−P(x, t)

|y− x|α+1
p

dpy, (12)

where Br ⊂ Qp is an ultrametric space of the protein conformational states, and
dpy is the integration measure on Qp.

Notably, the transition rates function w(|x−y|p) = |x−y|−(α+1)
p corresponds to

self-similar energy landscapes, which may have a general attitude toward func-
tional macromolecular structures like molecular machines [17, 18].

4. Basic operation modes

Let us now redefine the model (4) of the operation cycle using the equation (12)
of protein conformational dynamics. Let the ultrametric ball Br =

{
x ∈ Qp : |x|p ≤ pr

}
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of radius pr, r� 1, be the protein conformational space. Then, the operator Dx
in the equation (2) is defined as

[DxP] (x, t) =
∫

Br

P(y, t)−P(x, t)

|y− x|α+1
p

dpy

and the operation cycle is described by the kinetic equations

∂P1(x, t)
∂ t

=
∫

Br

P(y, t)−P(x, t)

|y− x|α+1
p

dpy+λ1Ω(|x|p)P2(x, t)−

−λ2Ω(|x−a|p)P1(x, t)
∂P2(x, t)

∂ t
=
∫

Br

P(y, t)−P(x, t)

|y− x|α+1
p

dpy−λ1Ω(|x|p)P2(x, t)+

+λ2Ω(|x−a|p)P1(x, t). (13)

In the equations above, the distributions P1(x, t) and P2(x, t) over the confor-
mational space Br relate to bounded and unbounded proteins, respectively; the
rate constants for the reactions of formation and breaking of chemical bonds
between ligands and proteins are given by λ1 and λ2; and the indicator Ω(|z|p)
of an ultrametric ball of unit radius with the center z = 0,

Ω(|z|p) =
{

1, |z|p ≤ 1
0, |z|p > 1,

specifies the binding and unbinding areas. Namely, the ultrametric ball Ω(|x|p)
with the center x = 0 specifies the domain O1 where the ligands bind to proteins,
while the ball Ω(|x− a|p) with center x = a specifies the domain O2 where the
ligands unbind the proteins.

The method used to solve the Cauchy problems for the equations (13) was
discussed in [10], yet it is difficult to write the solution explicitly. For our pur-
poses, however, it is sufficient to know the stationary solution P1st(x), as well as
an estimation of the cycle time τ. The stationary solution of equations (13) is
written out explicitly:

P1st(x) = p−r ·
λ1 +λ1λ2

(
I(0)− I(|a|p)+ I(|x|p)− I(|x−a|p)

)
λ1 +λ2 +2λ1λ2

(
I(0)− I(|a|p)

)
P2st(x) = p−r ·

λ2 +λ1λ2

(
I(0)− I(|a|p)− I(|x|p)+ I(|x−a|p)

)
λ1 +λ2 +2λ1λ2

(
I(0)− I(|a|p)

) , (14)

where

I(|x|p) =
r−1

∑
i=n

p−i (1− p−1)(p−αi−
(
1− p−1) p−αr

1− p−α−1

)−1

−

−
(

pα(1−n)−
(
1− p−1) p−αr

1− p−α−1

)−1

p−n(1−Ω(|x|p)) (15)
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and n is determined by the relation |x|p = pn. The stationary concentration of
bounded proteins S(α,λ1,λ2,m) is directly calculated from (14):

S(α,λ1,λ2,m) =
∫

Br

P1st(x)dpx =
λ1 +λ1λ2 · [I(0)− I(pm)]

λ1 +λ2 +2λ1λ2 · [I(0)− I(pm)]
. (16)

The sensitivity of S(α,λ1,λ2,m) to variations of the parameters is our main in-
terest.

The cycle time, τ, is determined by the slowest stages. In some cases, they
may be the stages of formation or breaking of the chemical bonds between lig-
ands and proteins; such a mode is associated with the kinetic control. In other
cases, the protein conformational rearrangements may be the slowest stage.
Since the protein dynamics are interpreted as a stochastic process propagating in
the protein conformational space, this mode can be associated with the diffusion
control. In this respect, the features of ultrametric diffusion become important
for specifying the operation modes.

To clarify how ultrametric diffusion propagates, let us consider the solu-
tion P(x, t) of the Cauchy problem for equation (12) with an initial distribution
P(x,0) = Ω(|x|p). The solution has the form (see [4–6]):

P(x, t) = (1− p−1)|x|−1
p

+∞

∑
γ=0

p−γ
Ω

(
p−γ

|x|p

)
exp

{
p−αγ

|x|αp
t

}
−

−|x|−1
p Ω

(
p
|x|p

)
exp

{
pα

|x|αp
t

}
. (17)

Knowing the distribution P(x, t), we can calculate an average ultrametric dis-
tance δ (t),

δ (t) =
∫

Qp

|x|pP(x, t)dpx, (18)

for which a diffusion front moves by the time t. Using the solution (17), it is
not difficult to see that the average distance δ (t) is finite only if α > 1. For
α ≤ 1, the integral (18) diverges. Therefore, unlike the familiar diffusion, we
can speak about the front of ultrametric diffusion only if α > 1, i.e., when the
diffusion propagates rather ”slowly“. The diffusion mode corresponds exactly to
such conditions. In such regimes, an estimation of the cycle time τ can be made
from the simple expression δ (τ) = pm.

In contrast to this case, if 1 ≥ α > 0, ultrametric diffusion is so fast that
the distribution P(x, t) almost immediately becomes not small at all points of the
conformational space [8]. In other words, the diffusion front is delocalized. Note
that the ultrametric diffusion delocalizes sharply, exactly at the critical point
α = 1. If the space is finite, as in our model (13), the typical trajectories first get
far from an initial state and only then do they come back. For reaction-diffusion
models, this condition physically responds to the rapid mixing of the diffusion
volume. Note that Br is much larger than the binding-unbinding domains O1
and O2. Therefore, the rapid mixing of a large conformational volume makes
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the distributions P1st(x) and P2st(x) almost homogeneous on Br. Hence, the con-
centrations of bounded and unbounded proteins become practically equal∫

Br

P1st(x)dpx≈
∫

Br

P2st(x)dpx

even if λ1 6= λ2. Some interesting details of this regime are discussed in the nest
section.

Therefore, there is a critical value of α, at which the ultrametric diffusion
delocalizes. This fact suggests that the transition from the diffusion mode to
the kinetic mode may occur in a rather narrow area of the parameter values.
Compared with the model (4), this is one more specificity of the model (13).

5. Cycle control

The response of a stationary concentration of bounded protein to changes of
parameters α, λ1, λ2, and m allow us to get an idea of the regulations of enzy-
matic activity through the modifications of proteins or effects on the environ-
ment. Indeed, parameter α specifies the transition rates of ultrametric diffusion,
w(x|y) = |x− y|α+1

p (see equation (12)). In this sense, α reflects the protein con-
formation mobility: larger values of α result in lower conformation mobility.
Changes in conformation mobility can be achieved by variations of the temper-
ature, viscosity, or ionic composition of the solution, incorporation of a protein
into a cell membrane, or the loading of a protein by molecular compounds.

Changing the rate constants of the formation and breaking of chemical bonds
between proteins and ligands, λ1 and λ2, can occur due to familiar temperature
dependence or, for instance, chemical modifications of ligands or protein bind-
ing sites. Finally, the parameter m, which sets an ultrametric distance between
the domains O1 and O2, regulates the minimal depth of the conformational re-
arrangements needed for working.

Thus, all model parameters have transparent physical interpretations.
Now, let us consider the sensitivity of stationary states S(α,λ1,λ2) to varia-

tions of the model parameters. First, we discuss the sensitivity to protein confor-
mational mobility. As noted above, there are two regimes separated by a critical
value of α, at which the front of ultrametric diffusion is delocalized. These two
regimes can be seen from behavior of the term ∆ I = I(0)−I(pm) in the expression
(16) (see Figure 2).

When the diffusion front is localized (α > 1), the term ∆ I(m,α) increases
with the growth of α. For sufficiently large α, ∆ I(m,α) ∼ ek(m)α , where k(m)
depends on m linearly. Indeed, using the expression (15) and taking into account
that (1−Ω(pm)) = 1 for m≥ 1, one can write

∆ I(m,α) =
m−1

∑
i=0

p−i− p−i−1− p−α−i−1 + p−α−i−2

p−αi− p−αi−α−1− p−αr + p−1−αr −

− 1− p−α−1

pα − p−1− p−αr + p−1−αr +
p−m− p−α−m−1

pα−αm− p−1−αm− p−αr + p−1−αr . (19)

For large α we have
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FIG. 2: Dependence of the term ∆ I = I(0)− I(pm) in the expression (16) from α.

∆ I(m,α)
α�1−→ p(m−1)(α−1).

For α → 0, ∆ I(m,α) also diverges:

∆ I(m,α)
α→0−→ +∞.

Between these extremal values of α, the term ∆ I(m,α) slowly increases with
growth of α. When α < 1, i.e. the diffusion front is delocalized, the term ∆ I(m,α)
is small, and we obtain from the expression (16)

S(α,λ1,λ2)≈
λ1

λ1 +λ2
.

This is the kinetic mode: the stationary state S is not sensitive to α, yet it is
sensitive to λ1 and λ2. In particular, if λ1 = λ2, the stationary state is symmetric,
S(α,λ1,λ2,m) = 0,5.

The term ∆ I(m,α) remains small until α ≈ 1. Only when α > 1, i.e. the diffu-
sion front localizes, does the contribution of ∆ I(mα) in to S(α,λ1,λ2,m) become
significant. For rather large α, the sensitivity to λ1 and λ2 is lost, the operation
cycle proceeds in the diffusion mode, and the stationary state S restores the
symmetry even if λ1 6= λ2. The symmetry takes place because in this regime, the
cycle operation is limited by ultrametric diffusion, yet the times of forward and
reverse diffusion between specific states O1 and O2 are the same. Note that in the
diffusion mode, the scale of the conformational basin where the cycle operates
is determined by the parameter m. The largest part of protein conformational
space beyond this basin remains ”dark“.

The fact that ∆ I(m,α) diverges in the ”high temperature limit“ (α→ 0) is also
important for the cycle operation. When the protein conformation mobility is
high, the contribution of ∆ I(m,α) into expression (16) turns out to be dominant
and the stationary state S becomes nearly symmetric for any reasonable λ1 and
λ2.

Thus, the cycle operation loses sensitivity to λ1 and λ2 at low and high con-
formation mobility (see Figure 3); however, the difference between these two
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FIG. 3: Sensitivity of stationary concentration S to changes in λ1 (λ2 = 0,5): 1 –
the conformational mixing mode; 2 and 3 – the kinetic mode; 4 – the diffusion
mode

.

regimes needs to be understood. At low conformational mobility, the ultramet-
ric diffusion propagates slowly and limits the cycle operation. In contrast, at
high conformational mobility the ultrametric diffusion quickly spreads over the
conformational space and the protein conformational states are rapidly mixed.
For sufficiently small α, the mixing can cover large parts of the conformational
space. In other words, a very large part of the conformational space that has
been still remained ”dark“, starts to play an important role. In the diffusion
delocalized regime, when the conformational mobility increases, initially, the
majority of the large conformational space Br remains ”dark“ and the cycle op-
erates in the kinetic mode: the cycle is sensitive to variations in the binding and
unbinding constants. However, as far as the conformational mixing expands on
the majority of the conformational space, the cycle loses its sensitivity to these
parameters and restores the symmetric state.

Let us now outline how the cycle operation depends on λ1 and λ2 in basic
modes. Figures 4 and 5 represent the stationary landscapes S(λ1, λ2) for the
diffusion mode (α = 3) and for the kinetic mode (α = 0.75), correspondingly.
As noted above, if λ1 = λ2, the stationary state is always symmetric; it is a kind
of a ”dead center“ of the cycle.

In the diffusion mode (α = 3, Figure 4), the ratio of λ1 to λ2 has no significant
impact on stationary concentration S, except in the cases when these parameters
are so small that they lock the cycle. Everywhere beyond the locking, the cycle
operates in the diffusion mode and is close to the symmetric state.

When the diffusion front is delocalized (α = 0.75, Figure 5), the cycle oper-
ates in kinetic mode and it is sensitive to the λ1 and λ2. If the conformational
diffusion is not overly fast (α is not too small), sensitivity to α is also preserved.
However, if the diffusion is so fast that the conformational mixing covers a large
part of the conformational space, the cycle loses sensitivity to λ1 and λ2 and
operates in the symmetric regime.

The dependence S(α) at a fixed ratio of λ1 and λ2 shown on Figure 6 clearly
illustrates such behaviour. This figure also demonstrates that the regulation of
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FIG. 4: The landscape of enzymatic activity at low conformational mobility: α =
3. Here p = 2, r = 7, m = 5

the cycle operation is suitable at a narrow interval slightly above the diffusion
delocalization point where the cycle operation is the most sensitive to parametric
control.

6. Conclusion

Enzymatic activity indeed depends on external conditions in a non-trivial way.
In some cases, enzymatic activity changes considerably even at small variations
of temperature, solution viscosity, or the solutions’s ionic composition. In other
cases, enzymatic activity is not sensitive to such changes at all. For some pro-
teins, the enzymatic activity increases monotonically with increasing tempera-
ture; for others, it decreases monotonically, and for the third type it has a max-
imum in a rather narrow region of the parameter values. Therefore, changing
one parameter, e.g., lowering the temperature, can effect enzymatic activity in
opposite ways for different proteins: in one case, enzymatic activity rises, while
in others it falls.

Such different reactions to qualitatively identical impacts formed a widespread
opinion that the regulation is protein–specific and could vary in opposite direc-
tions. Relatively simple low-dimensional models of the operation cycle, such
as the one proposed in [11], reflect this point of view. Oppositely–directed re-
sponses simulated by unidirectional effects do not support by such models: such
phenomena look ”mysterious“ and may be excused only by protein individuali-
ties.

In this paper, we show that the contradictory behavior of enzymatic activity,
in fact, is a manifestation of the complexity of the protein energy landscape, an
ultrametric models just reflect the complexity of protein dynamics. They hold
both the multi-scale dynamics and an exponentially large bulk of the space of
protein conformational states. It is important to emphasize that the ultrametric
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FIG. 5: The landscape of enzymatic activity at relatively high conformational
mobility: α = 0.75;other parameters are the same as those for Figure 4

FIG. 6: Stationary concentration S dependence from α near the critical point of
diffusion front’s delocalization α = 1. Values of λ1 6= λ2 are fixed.
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description of protein conformational dynamics developed in [4–10] completely
agrees with the actually–observed kinetics of enzymatic reactions.

The ultrametric model of the protein operation cycle allows us to see many
possibilities for the regulation of enzymatic activity that are hidden for stan-
dard low-dimensional models of the reaction-diffusion type. The most impor-
tant specificity of the ultrametric models is the phenomena of conformational
delocalization. The critical condition of delocalization establishes a kind of a
borderline between two main modes of the cycle operation the diffusion mode,
which is set up at low conformational mobility, and the kinetic mode at high
conformational mobility. Because ultrametric diffusion abruptly delocalizes at
the threshold mobility, the transition between the diffusion mode and the kinetic
mode is carried out in a narrow area of parameters. At that area, the sensitivity
of the operating cycle to variations of external conditions is high.

Another important feature of the protein operation cycle appears due to very
large capacity of the protein conformational space. When the protein confor-
mational mobility is rather low, the largest part of the protein conformational
space remains ”dark“. The protein operates on a relatively small basin of con-
formational states and the operation cycle is sensitive to changes in external
conditions. When the conformational mobility is high, the protein operates in
an extremely large conformational space. At that time, the operation cycle loses
sensitivity to changes in external conditions. As a result, unidirectional changes
in external conditions, e.g. the rise in temperature, may affect enzymatic activity
in opposite directions – all depending on the mode in which the cycle operates.

Thus, the multiscale conformational dynamics, in conjunction with extremely
large bulk of the conformational space, may play a special role in regulation of
enzymatic activity. The ultrametric model of the protein operation cycle reflects
these important features and highlights a much richer picture, in which the dif-
ferent responses to similar influences is a manifestation of the complexity of the
protein energy landscape and protein conformational dynamics.
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Abstract. Biophysical conductance-based neural network model of work-
ing memory is proposed for study of radiation-induced impairments. The
model correctly represents generation of spatially ordered structures with
high cell activity emerge in the modeled brain’s region. Radiation-induced
changes in the synaptic receptor number and ion channel conductivities
were evaluated on the basis of experimental data. In the course of calcula-
tions, an absorbed dose threshold was found, above which the stability of
the time-space structures specific for the given network is lost.

Keywords: biological neural network, radiation damage

1. Introduction

The synchronization of neuronal activity within a specific network is required for
cognitive performance. Normal performance of neural network may be disturbed
by various external factors. Among them galactic cosmic radiation remains one
of the poorly studied while providing a potential risk for central nervous system
in long-term space travel [1, 2]. When evaluating the risk associated with ex-
posure to galactic cosmic rays heavy nuclei during an interplanetary flight, the
possible development of the cosmonauts central nervous system (CNS) disorders
should be taken into account. NASA estimations show that beyond the Earth’s
magnetosphere a square centimeter is crossed by about 160 heavy charged parti-
cles with the nuclear charge Z > 20 during 24 hours. It has been calculated that
during a three-year manned interplanetary flight, from 7 to 13 % of the CNS
neurons can be exposed to high-energy iron ions, and up to 46%, to particles
with Z > 15 [2].

In ground-based experiments, exposure to heavy ion radiation at doses match-
ing the real fluxes of galactic iron nuclei during a Mars mission induces pro-
nounced CNS dysfunctions [3]. Their symptoms include expressed spatial ori-
entation disorders and suppression of cognitive functions, which is linked with
damage to the synaptic transmission mechanisms [4–6], membrane ion channels
[7–9].

In order to have predictive value for risks, biological pathways and their out-
puts need to be organized into mathematical models. Development of mathe-
matical models for neural networks and structures seems to be an extremely im-
portant part in such research. Biological neural network simulation have been
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applied recently for the quantification of related phenomena in hippocampus
[10]. This model was used to compare predicted hippocampal CA1 region net-
work firing statistics using input parameters from proton-irradiated versus con-
trol mice.

In present work we will study radiation dysfunction of neural activity in
the prefrontal cortex that is responsible for short-term retention of information
about the object (working memory).

2. Model Neural Network

Working memory is the ability to transiently hold and manipulate goal-related
information to guide forthcoming actions. The prefrontal cortex (PFC) is the
brain structure most closely linked to working memory. PFC neurons show ele-
vated persistent activity [11] during delayed reaction tasks, when information
derived from a briefly presented cue must be held in memory during a delay
period to guide a forthcoming response. The activity is grouped within so called
memory fields related to selected object.

Our approach is based on established models [12–14] representing common
view that selective persistent neuron activity mechanism is maintained by recur-
rent excitation within cell assemblies. The network is composed of NP = 144
pyramidal cells (excitatory population) and NI = 36 interneurons (inhibitory
population) according to typical architecture of a cortical module. Single com-
partment conductance-based neurons in the model are connected with each
other by spatially structured synaptic contacts with three types of receptors. The
equations for the membrane potential of neurons are as follows:

C
dVp

dt
=−Imem,p− Isyn,p− Inoise− Iext , (1)

C
dVi

dt
=−Imem,i− Isyn,i− Inoise, (2)

where Vp and Vi are membrane potentials for pyramidal cells and interneurons,
respectively, indexes p = 1...NP, i = 1...NI correspond to cell number, the mem-
brane capacitance is C = 1 nF. All voltages in the model are given in mV, and
time units are given in ms.

The transmembrane ionic currents are given as follows:

Imem,p = Ileak + INa + IKdr + IKahp, (3)

Imem,i = Ileak + INa + IKdr. (4)

The leak current Ileak is given in common form

Ileak = gL(V −VL), (5)

where maximum leakage conductance is gL = 0.3nS, and corresponding rest po-
tential is VL = 10.59mV.

The expression for sodium current INa is analogous to Hodgkin-Huxley model

INa = gNam3h(V −VNa), (6)
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where maximum conductance is gNa = 120nS, and reversal potential is VNa =
115mV. The dynamics of gating variables is defined in standard form

dm
dt

= am(V )(1−m)−bm(V )m, (7)

dh
dt

= ah(V )(1−h)−bh(V )h, (8)

where

am =
0.1(25−V )

exp[0.1(25−V )]−1
, bm = 4exp[−V/18],

ah = 0.07exp[−V/20], bh =
1

exp[0.1(30−V )]+1
.

Potassium fast delayed rectifier current IKdr is also taken according to Hodgkin-
Huxley model

IKdr = gKn4(V −VK). (9)

The maximum conductance is gKdr = 36nS, and reversal potential is VNa =−12mV.
The dynamics of gating variable is given by

dn
dt

= an(V )(1−n)−bn(V )n, (10)

where

an =
0.1(25−V )

exp[0.1(25−V )]−1
, bn = 4exp[−V/18].

Slow Ca2+-activated potassium current IKahp, which mediates a slow after-
hyper-polarization (AHP) and spike frequency adaptation is given as follows:

IKahp =
gahpq(V −VK)

1+q
. (11)

Gating variable q is controlled by Ca2+:

dq
dt

= aq(V )(V −VCa)−bq(V )q, (12)

where gKahp = 0.01nS, gCa = 0.01nS, VCa = 185mV, and

aq =−
0.002gCa

1+ exp[−(V −45)/4]
, bq = 1/80.

Synaptic input to each cell includes three components:

Isyn = INMDA + IAMPA + IGABA. (13)

First two types of synaptic connections coming from pyramidal cells are exci-
tatory with glutamate as transmitter. Postsynaptic current formed by N-methyl-
D-aspartate (NMDA) receptors has nonlinear voltage dependence, which is re-
ferred to the magnesium block

INMDA,k =
gNMDA,x(Vk−VE)

1+2.975exp[−0.062(Vk−VE)]

Np

∑
j=1

Wx( j,k)SNMDA, j (14)
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where
dSNMDA, j

dt
= Kn(Vj)(1−SNMDA, j)−SNMDA, j/τn, (15)

Kn =
0.66

1+ exp[−(V −30)/2]
,τn = 40.

Another excitatory current formed by a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid (AMPA) receptors is linear with respect to postsynaptic voltage:

IAMPA,k = gAMPA,x(Vk−VE)
Np

∑
j=1

Wx( j,k)SAMPA, j (16)

where
dSAMPA, j

dt
= Ka(Vj)(1−SAMPA, j)−SAMPA, j/τa, (17)

Ka =
22

1+ exp[−(V −30)/2]
,τa = 1.5.

Inhibitory synaptic current formed by gamma-aminobutyric acid type-A (GABA)
receptors is given by the following expression:

IGABA,k = gGABA,x(Vk−VI)
Ni

∑
j=1

Wx( j,k)SGABA, j (18)

where
dSGABA, j

dt
= Kg(Vj)(1−SGABA, j)−SGABA, j/τg, (19)

Kg =
20

1+ exp[−(V −30)/2]
,τg = 5.

The reversal potentials are VE = 65mV for excitatory synapses, and VI =
−12mV for inhibitory synapses, respectively.

Spatial distribution of synaptic contacts is defined by weights functions:

Wx( j,k) =
1

2σx
exp(−| j− k|/σx). (20)

Here indexes ’x’ denote the type of connection. For p→ p connections gAMPA =
1.82nS, gNMDA = 5.89nS, σ = 3.2. For p→ i connections gAMPA = 1.46nS, gNMDA =
4.64nS, σ = 1.2. For i→ p connections gGABA = 5.63nS, σ = 4.8. For i→ i connec-
tions gGABA = 4.38nS, σ = 1.2.

Noise was implemented as single spikes arriving at average frequency on a
random cell according to a uniform distribution.

Constructed model preserves basic properties common for normal working
memory performance. Typical simulation result of neural network activity after
presented cue is shown on Fig.1. Presented 100 ms cue contained four parts
evenly divided across the whole pyramidal cell population. After end of cue four
groups of stimulated pyramidal cells maintain their firing, without spreading
their activity to other cells. Interneurons also respond a spike series after after
external stimulation.
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FIG. 1: The activity of whole population containing 144 pyramidal cells (from
1 to 144) and 36 interneurons (from 145 to 180). a) Four groups of stimulated
pyramidal cells (black bars correspond to spikes of action potentials) do not
spread their activity to other cells. b) Single neurons in the activated column
maintain their firing after external stimulation ends.
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3. Radiation Induced Effects and Network Performance

Early studies through the 1960s using electrons, X-rays and gamma rays showed
altered electrophysiology in neurons after irradiation [15]. It was show that ir-
radiation causes an increased permeability of the membrane (leakage) and a net
loss of potassium ions [7]. Analogous results had been reported that radiation
directly alters the properties of sodium ion channels on membrane [8, 9]. Re-
cent findings suggested that intrinsic nerve properties were relatively resistant,
but that synapses might be more sensitive targets. In the latter case there were
observed reduced presynaptic release of glutamate [5] and GABA [6] and also
decreased abundance of glutamate receptors in synaptosomes [4, 5].

FIG. 2: Relative radiation-induced conductance change estimated for 150 MeV/n
protons (a) and for 600 MeV/n Fe ions.

A complex number of radiation alteration may lead to disruption of normal
neuron electrophysiology. The reason for mentioned alterations in not firmly es-
tablished yet. Along with direct damage to sensitive structures from traversing
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particle tracks there may be secondary effects such as oxidative stress caused by
reactive oxygen species (ROS). Critical regulatory sites for neuronal activity are
receptor-gated ion channels, and recent evidence suggests that multiple chan-
nels are regulated by their redox status. Both GABA [16] and glutamate [17]
receptors were shown to be susceptible to oxidation, which resulted in changes
in ion conductance and channel opening probability.

FIG. 3: Simulation of neural network activity after irradiation of 0.5 Gy
600 MeV/n iron ions. The initial conditions are the same as in control shown
in Fig.1. All four groups of stimulated pyramidal cells have lost their ability to
maintain firing after external stimulation.

Another secondary effect is hiden in perturbation of brain neurochemistry.
The concentrations of monoamines and their metabolites in different brain ar-
eas including the prefrontal cortex were shown to be affected by ionizing radi-
ation [18, 19]. It is suggested that the effect of dopamine on WM performance
is mediated by D1 receptors. Dopaminergic modulation via the D1 receptor af-
fects transmission through the AMPA and NMDA receptors, persistent sodium
current, the Ca2+-dependent potassium current IKahp, and the spontaneous ac-
tivity of interneurons in the PFC [14]. It was shown that increase or decrease
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of domamine level far from optimal value strongly affects the stability and the
capacity of working memory [14].

At the current level of knowledge it is not possible to develop self-consistent
theoretical model of radiation-induced damage to critical sites of neurons. Ex-
isting models of charged particle interaction with neurons are only available to
count energy deposition events in critical sites of neural cell [20, 21]. Therefore,
we will follow the approach introduced in [10], which is based on the usage of
experimentally determined change in parameters of neural network. In our case
required set of model parameters should be estimated from existing experimen-
tal data. Relative conductance change after the irradiation can be expressed in
the following general form

ḡx = gxRx[D]Mx[Zda(D)]. (21)

Here index ’x’ stands for the type of ionic or synaptic conductance, ḡx is the
modified conductance with respect to absorbed radiation dose D.

Function R describes direct damages to ionic channels as a result of energy
deposition or oxidation. After sufficiently long time oxidation is supposed to
prevail over direct damage, therefore it mostly defines dose dependence of R.
An analytic expression for production of ROS with respect to dose and particle
type is unknown. Therefore, we have taken interpolated data from experimental
curves in [22] and adopted them to known values conductivity changes taken
from [4–9]. Further we will compare effects of light particles (150 MeV/n pro-
tons) and heavy particles (600 MeV/n 56Fe ions), which have completely differ-
ent linear energy transfer (LET) and relative biological efficiency. Most relevant
experimental works on synapses and ionic channels are related to this choice.

Function M describes selective dopaminergic modulation of ionic channels
and receptors according to interpolated curve according to experimentally esti-
mated levels of dopamine concentration Zda [18, 19]. Analytic dependence of M
is chosen according to [14]:

Mx = cx

(
1+

dx

1+ exp[(ax−Zda)/bx]

)
, (22)

where parameters ax, bx, cx, dx exactly correspond to that in [14]. The modula-
tion is slightly different for pyramidal cells and interneurons.

The results of estimation are presented in Fig.2. It follows that the synapses
seem to be more sensitive targets, than membrane ionic channels. Simulation
of neural network activity with respect to given radiation dose revealed loss of
activity with increase of dose. Typical example is given in Fig.3.

The quantitative characteristic of working memory failure was introduced
based on the averaged firing time Tend after the stimulation. Thus, unit value
of 1− Tcue/Tend corresponds to infinitely long firing time with respect to stim-
ulus time Tcue. The analysis of stability regions presented in Fig.4 shows that
the instability arises at the excess of threshold radiation dose. The threshold is
more pronounced for heavy LET particles, while for low LET protons the stabil-
ity region has metastable windows at doses higher than 2Gy. This result corre-
lates with recent experimental findings [23], where uncertainty attending to the
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possible disruption of cognitive performance caused by proton irradiation was
found. Such effect supports the reliability of our model.

FIG. 4: Estimated working memory stability regions with respect to absorbed
dose of 150 MeV/n protons (a) and of 600 MeV/n 56Fe ions (b).

4. Conclusion

We have developed biophysical conductance-based neural network model of
working memory for study of radiation-induced impairments. The model can be
used to show how different synaptic and voltage-gated conductances contribute
to persistent activity, how neuromodulation could influence its robustness, and
finally how sustained activity can be stable after the damaging action of external
factor such as ionizing radiation.

We have applied phenomenological approach by using interpolated values of
dose-dependent changes in basic structural elements of neurons (synaptic recep-
tors, ion channels, etc) according to known experimental data. The simulation
of network spatiotemporal dynamics was performed for typical cognitive task. It
is demonstrated, that radiation-induced alterations in the properties of synaptic
receptors cause loss of stability for specific patterns of activity. This instability
arises at the excess of threshold radiation dose, which was shown to be an order
higher for heavy charged ions than for protons.
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Proposed theoretical approach provides an insight on how can new knowl-
edge and data from molecular, cellular and tissue models of CNS adverse changes
be used to estimate CNS risks to astronauts from galactic cosmic rays during the
interplanetary flight.

The work of A.N. Bugay was supported by Russian Science Foundation (Project
No 17-11-01157).
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Abstract. We consider a few kinds of distance for description of (dis)similarity
in the genetic code. We point out relevance of ultrametrics, and especially
p-adic distance, for modeling the genetic code and investigation of simi-
larity between sequences of nucleotides, codons or amino acids.
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1. Introduction

In living organisms, particularly in bioinformation, there is often some relation
between structure and function. Mainly similar structure implies similar func-
tion. How to measure similarity? Two things which look similar are in some
sense close (near) each other. Closeness is usually measured by a distance. In
the case of biological similarity a Euclidian metric is not appropriate. We shall
here consider some metrics which are more or less suitable to measure similarity.

In this article we are interested in similarity between some biomolecular
sequences. These sequences can be composed either of nucleotides, codons or
amino acids.

In Sec. 2 we consider distances which are somehow relevant for measuring
(dis)similarity between sequences and we present some their general proper-
ties. Similarity between sequences of nucleotides which make codons is subject
of Sec. 3. Similarities between sequences of nucleotides and codons will be con-
sidered in Sec. 4. At the end of this article are some concluding remarks.

2. Distances for (Dis)similarities

Let M be a set of some elements denoted by x,y,z, ... Recall that distance d is
a real-valued function defined for any two elements of M, which satisfies the
following properties:

(i) d(x,y)≥ 0, d(x,y) = 0⇔ x = y, (1)

(ii) d(x,y) = d(y,x), (2)

(iii) d(x,y)≤ d(x,z)+d(z,y). (3)
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The last property is called triangle inequality. Metric space is a pair (M,d).
How to quantify similarity by a distance? Looking along two sequences of

the equal length, we intuitively understand that their similarity depends on the
number of positions with the same elements: more such positions – more similar-
ity. This property of two sequences, we shall call sequence similarity. In the case
of the genetic code, we shall see that functional similarity depends not only on
the number of such positions but also on the place in codons where it happens,
and that the beginning of codons is more important than their end. Dissimilarity
is an opposite property.

Let Wk,n(N) be a set of sequences (words) of equal length n composed of k
different elements (letters). Then total number of elements (words) of this set
(language) is N = kn. Denote elements of Wk,n(N) in the form x = x1 x2 · · ·xn.

The Hamming distance, introduced in 1950, between two elements a = a1 a2
· · ·an and b = b1 b2 · · ·bn is dH(a,b) = ∑

n
i=1 d(ai,bi), where d(ai,bi) = 0 if ai = bi,

and d(ai,bi) = 1 if ai 6= bi. That is dH(a,b) = n− ν , where ν is the number of
positions at which elements of both sequences are equal. So, smaller distance –
closer sequences. In information theory, this distance corresponds to the mini-
mum number of substitutions necessary to change one sequence into the other.
Pair (Wk,n(N),dH) is a metric space.

The Levenshtein distance, introduced in 1965, is the minimum number of
insertions, deletions and substitutions required to transform one sequence into
the other: dL(a,b) = min(nI + nD + nS), where nI ,nD,nS denote the number of
insertions, deletions and substitutions, respectively. In the case of Levenshtein
distance it is not necessary that sequences have the same length. When two
sequences have the same length then the Levenshtein distance is smaller or equal
to the Hamming distance.

The Damerau-Levenshtein distance is the Levenshtein distance extended by
inclusion of transpositions of two adjacent elements in one of sequences, i.e.
dDL(a,b) = min(nI + nD + nS + nT ), where nT denotes the number of transposi-
tions.

The above metrics are examples of edit distances which measure the mini-
mum number of operations required to transform one sequence (word) into the
other.

2.1. Ultrametric distance

Now we want to present a subclass of metrics spaces, which is called ultrametric
space, and demonstrate that p-adic distance is more adequate for characteriza-
tion of bioinformation similarity than the above mentioned distances.

An ultrametric space is a metric space if its distance also satisfies ultrametric
(strong triangle, non-Archimedean) inequality

d(x,y)≤max{d(x,z),d(z,y)}. (4)

Ultrametric space was introduced in 1944 by M. Krasner (1912–1985). Note that
some aspects of ultrametric spaces have been used earlier. For example, taxon-
omy contains ultrametrics and it started 1735 by C. Linné’s (1707–1778) bio-
logical classification with hierarchical structure. Namely, living organisms with
more common ancestors are ultrametrically closer than those with less ones.
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As a consequence of the ultrametric inequality (4), ultrametric spaces have
many unusual properties. For example, by suitable notation of points x,y,z, in-
equality (4) can be rewritten in the form d(x,y) ≤ d(x,z) = d(y,z). This means
that all ultrametric triangles are isosceles. Recall also the following properties:
(i) There is no partial intersection of the balls; (ii) Any point of a ball can be
treated as its center; (iii) Each ball is both open and closed (clopen). For a proof
of these properties of ultrametric balls, see e.g. Schikhof’s book [1].

Let us illustrate ultrametric distance using the above introduced set of words
Wk,n(kn). In particular, we take that number of letters k = 4 and number of letters
in words is n = 3, i.e. we take the case W4,3(64). We briefly consider three ex-
amples of ultrametric distance: ordinary ultrametric distance, the Baire distance
and p-adic distance.

Ordinary ultrametric distance. Ordinary ultrametric distance between any two
different words x and y is d(x,y) = n− (m−1), where m(m = 1,2, ...,n) is the first
position at which letters differ counting from the beginning. It has n values, i.e.
d(x,y) = 1,2, ...,n. This distance can be scaled as ds(x,y) = n−m+1

n and then it takes
values: 1, n−1

n , ..., 2
n ,

1
n .

In the particular case W4,3(64) there are 64 three-letter words. Let the four
letters be a,b,c,d (see Table 1). Possible distances between words x and y are
d(x,y) = 1,2,3 and the corresponding scaling ones are: ds(x,y) = 1, 2

3 ,
1
3 . For ex-

ample, ds(abc,bac) = 1, ds(abc,acb) = 2
3 , ds(abc,abb) = 1

3 .

The Baire distance. This distance is usually defined as dB(x,y) = 2−(m−1), where
m is the first position in words x and y at which letters differ, i.e. m = 1,2, ...,n.
Thus the Baire distance takes values: 1, 1

2 ,
1
22 , ...,

1
2n−1 . Instead of the base 2 one

can take any natural number larger than 2.
In the case W4,3(64) the Baire distance has values: 1, 1

2 ,
1
4 . For example,

dB(abc,bab) = 1, dB(abc,acb) = 1
2 , dB(abc,abb) = 1

4 .

2.2. p-Adic distance

The most important class of ultrametric spaces contains fields Qp of p-adic num-
bers which were introduced in 1897 by K. Hensel (1861–1941).

By definition, p-adic absolute value (p-adic norm) of a non-zero integer u∈Z
is |u|p = p−k, where k is degree of a prime number p in u, and |0|p = 0. Since
k = 0,1,2, ..., p-adic absolute value of any integer u is |u|p ≤ 1 and this is valid for
any prime number p. p-Adic distance between two integers u and v is dp(u,v) =
|u− v|p. This distance is related to divisibility of u− v by prime p (more divisible
– lesser distance). With respect to a fixed prime p as a base, any natural number
has its unique expansion u= u0+u1 p+u2 p2+...+un pn, where ui ∈{0,1, ..., p−1}
are digits. If in this expansion k is the smallest degree, then p-adic norm of u
is |u|p = p−k. Note that p-adic distance, as any other ultrametric distance, has
discrete values.

The above three-letter words can be connected with three-digit numbers by
identifying letters a,b,c,d with four digits 1,2,3,4 in the following way: a =
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1, b = 2, c = 3, d = 4. Number p = 5 is the smallest prime number, which taken
as an expansion base contains four digits {1, 2, 3, 4} and digit 0, which can be
ignored (see Table 1).

One can construct a set of 5-adic integers in the form

x = x0 + x1 5+ ...+ xk 5k or x≡ x0x1...xk, xi ∈ {1,2,3,4}. (5)

In (5) positional notation (encoding) of natural numbers is opposite to the usual
one. Note that the four letters {a,b,c,d} can be identified with the four digits
{1,2,3,4} in 24 different ways. We use: a = 1, b = 2, c = 3, d = 4. Then there are
64 words presented in two different ways – by three letters and three digits, see
Table 1.

In the case W4,3(64) there are three-letter words represented now by three-
digit 5-adic numbers (Table 1). The corresponding 5-adic distance of a pair of
words (numbers) x = x0x1x2 ≡ x0 + x15+ x252 and y = y0y1y2 ≡ y0 + y15+ y252 is

d5(x,y) = |x0x1x2− y0y1y2)|5 =


1, x0 6= y0
1
5 , x0 = y0,x1 6= y1
1
25 , x0 = y0,x1 = y1,x2 6= y2 .

(6)

For example, d5(123,213) = 1, d5(123,132) = 1
5 , d5(123,122) = 1

25 .

As we shall see later, p-adic distance between sequences of biomolecules is
finer and more informative than the ordinary ultrametric and the Baire distance.
Namely, for the same set of natural numbers one can also employ p-adic distance
with p 6= 5, in particular we use p = 2.

It is worth mentioning that the most advanced examples of the ultrametric
spaces are the fields of p-adic numbers Qp, where index p denotes any prime
number. There are infinitely many fields Qp which are not mutually isomorphic
– for every prime number p there is its own Qp. The field Qp can be constructed
by completion of the field Q of rational numbers in the same way as it is usually
done for the field R of real numbers, just one has to take | · |p instead of the
usual absolute value | · |. p-Adic numbers and their functions are rather well
developed part of modern mathematics, see e.g. books [2, 1]. Many applications
from Planck scale physics via complex systems to the universe as a whole, known
as p-adic mathematical physics, have been considered, e.g. see recent review
articles [3, 4]. p-Adic and standard models (over real and complex numbers)
are connected within adelic framework, see adelic quantum mechanics [5, 6].
In this article devoted to similarity within the genetic code, and an extension
to similarity between some sequences of biomolecules, only p-adic distance is
used. For p-adic modeling of the genetic code see [7–11] and [12].

The above examples illustrate how ultrametric distance measures (dis)simila-
rity between two words, i.e. (dis)similarity between two elements of an ul-
trametric space. Also these ultrametric examples can be represented by trees.
Namely, instead of the four letters {a,b,c,d} or digits {1,2,3,4} in the three-
letter words one can take line segments to draw four edges of the related tree
(see Fig. 1).
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TABLE 1: Table of three-letter words constructed of four letters and arranged
in the ultrametric form. The same has done for the corresponding three-digit
5-adic numbers, where four digits are identified as a = 1, b = 2, c = 3, d = 4.
These are two representations of ultrametric space W4,3(64). Here 64 three-digit
5-adic numbers (three-letter words) are presented so that within quadruplets 5-
adic distance is the smallest, i.e. d5(x,y) = 1

25 , while 5-adic distance between any
two quadruplets in vertical line is 1

5 and otherwise is equal 1. Ultrametric tree
illustration of these cases is in Fig. 1.

111 aaa 211 baa 311 caa 411 daa
112 aab 212 bab 312 cab 412 dab
113 aac 213 bac 313 cac 413 dac
114 aad 214 bad 314 cad 414 dad

121 aba 221 bba 321 cba 421 dba
122 abb 222 bbb 322 cbb 422 dbb
123 abc 223 bbc 323 cbc 423 dbc
124 abd 224 bbd 324 cbd 424 dbd

131 aca 231 bca 331 cca 431 dca
132 acb 232 bcb 332 ccb 432 dcb
133 acc 233 bcc 333 ccc 433 dcc
134 acd 234 bcd 334 ccd 434 dcd

141 ada 241 bda 341 cda 441 dda
142 adb 242 bdb 342 cdb 442 ddb
143 adc 243 bdc 343 cdc 443 ddc
144 add 244 bdd 344 cdd 444 ddd

3. Similarities within the Genetic Code

Now, we want to apply p-adic ultrametric space W4,3(64) to modeling the genetic
code. Before to do that, it is useful to recall a few basic properties of the genetic
code, particularly of the vertebrate mitochondrial code.

The genetic code is a rule which tells us how 20 amino acids (building blocks
of proteins) and one stop signal are coded by 64 codons (building blocks of
genes). From mathematical point of view, the genetic code is a map from a set of
64 elements onto a set of 21 element. According to an estimation, there is about
1.5×1084 possibilities for genetic coding, while living organisms use practically
one code with few dozen slight variations. The aim of the genetic code modeling
is to find an adequate mathematical description of the codes in living organisms.

Codons are ordered triplets made of four nucleotides C (Cytosine), A (Ade-
nine), G (Guanine), and T (Thymine) or U (Uracil). There are 4× 4× 4 = 64
codons, and each of them codes an amino acid or stop signal in the process of
the protein synthesis in ribosomes.

In human cells there are two codes: standard and vertebrate mitochondrial
(VM) code. The VM code is simpler than the standard one and all other codes
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FIG. 1: Utrametric tree related to Table 1 with W4,3(64) case and also to the
vertebrate mitochondrial code presented at the Table 2. One can easily calculate
ordinary ultrametric distance and see that distance between any three end points
satisfies the strong triangle (ultrametric) inequality.

can be regarded as slight variations of this one. In the VM code 64 codons are
arranged into 32 doublets. These doublets have the same nucleotides at the
first two positions, while at the third position is a nucleotide, which is purine
or pyrimidine. Hence, there are 16 doublets with purine and 16 doublets with
pyrimidine at the third position. Each of these codon doublets codes an amino
acid or stop signal. Since there are 32 doublets and 20 amino acids with one
stop signal, it means that some amino acids (or stop signal) are coded by more
that one codon doublet. In the VM code there are: 12 amino acids coded by sin-
gle doublets, 6 amino acids and stop signal coded by two doublets, and 2 amino
acids coded by three doublets (see Table 2). This property that some amino acids
are coded by more than one codon is called code degeneracy and it is very impor-
tant for optimization of the genetic code for robustness to translation errors and
mutations.

Since in a doublet codons code the same amino acid or stop signal, it means
that these codons have the same coding function. In fact, this equality in func-
tioning is a result of similarity in codon’s sequence structure. Namely, as it is
already said, codons in a doublet have the same nucleotides at the first two po-
sitions, and a small difference in nucleotides at the third position. To describe
quantitatively this similarity we use p-adic distance with both p = 5 and p = 2.
It is also important to find appropriate identification of nucleotides C,A,T (U),G
with digits 1,2,3,4 in 5-adic expansion of 64 natural numbers in the form (5)
when k = 3. We use the following identification: C = 1, A = 2, T =U = 3, G = 4.
Codons can be also connected with ultrametric space of words W4,3(64) taking
a =C, b = A, c = T =U, d = G.

Now we can see that codon space of the VM code has the same ultrametric
structure as the set of words W4,3(64), cf. Tab. 1 and Tab. 2. According to the
smallest 5-adic distance, which is 1

25 , one obtains quadruplets of codons. Then
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TABLE 2: Here is the vertebrate mitochondrial code with p-adic ultrametric struc-
ture. Digits are related to nucleotides as follows: C = 1, A = 2,U = 3, G = 4.
5-Adic distance between codons: 1

25 inside quadruplets, 1
5 between different

quadruplets in the same column, 1 otherwise. Each quadruplet can be viewed
as two doublets, where every doublet codes an amino acid or stop (termination)
signal (Ter). 2-Adic distance between codons in doublets is 1

2 . Amino acids which
are coded by two doublets are in fact coded by the corresponding quadruplet.
Amino acids leucine (Leu) and serine (Ser) are coded by three doublets – the
third doublet is at 1

2 2-adic distance with respect to the corresponding doublet
in quadruplet.

111 CCC Pro 211 ACC Thr 311 UCC Ser 411 GCC Ala
112 CCA Pro 212 ACA Thr 312 UCA Ser 412 GCA Ala
113 CCU Pro 213 ACU Thr 313 UCU Ser 413 GCU Ala
114 CCG Pro 214 ACG Thr 314 UCG Ser 414 GCG Ala

121 CAC His 221 AAC Asn 321 UAC Tyr 421 GAC Asp
122 CAA Gln 222 AAA Lys 322 UAA Ter 422 GAA Glu
123 CAU His 223 AAU Asn 323 UAU Tyr 423 GAU Asp
124 CAG Gln 224 AAG Lys 324 UAG Ter 424 GAG Glu

131 CUC Leu 231 AUC Ile 331 UUC Phe 431 GUC Val
132 CUA Leu 232 AUA Met 332 UUA Leu 432 GUA Val
133 CUU Leu 233 AUU Ile 333 UUU Phe 433 GUU Val
134 CUG Leu 234 AUG Met 334 UUG Leu 434 GUG Val

141 CGC Arg 241 AGC Ser 341 UGC Cys 441 GGC Gly
142 CGA Arg 242 AGA Ter 342 UGA Trp 442 GGA Gly
143 CGU Arg 243 AGU Ser 343 UGU Cys 443 GGU Gly
144 CGG Arg 244 AGG Ter 344 UGG Trp 444 GGG Gly

application of 2-adic distance inside quadruplets results in separation of any
quadruplet to two corresponding doublets. Codons inside any doublet are at 1

2
2-adic distance, which is the smallest 2-adic distance inside quadruplets. Thus,
combination of 5-adic and 2-adic distance between codons is a simple and ad-
equate mathematical tool to express their structural similarity relevant to their
functional similarity.

4. Similarities between sequences of nucleotides or codons

Now one can ask question: How to apply some of the above distances to inves-
tigation of similarity between any two sequences of nucleotides or sequences of
codons, with the same length? This can be considered as investigation of sim-
ilarity between words of a set Wk,n(N), where elements (letters) of words are
nucleotides or codons.
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4.1. Ultrametric approach

Let words of Wk,n(N) are sequences which elements are nucleotides or codons.
Then ordinary ultrametric distance between two different sequences x= x1x2...xn
and y = y1y2...yn may have one of the following n values:

d(x,y) = d(x1x2...xn, y1y2...yn) = 1, 2, 3, ...., n, (7)

where d(x,y) = n− k (0 ≤ k ≤ n− 1) if xi = yi for all indices i < k+ 1 and xk+1 6=
yk+1.

In the case that elements of sequences are nucleotides one can extend the
above approach with 5-adic distance, which may have one of the following n
values:

d5(x,y) = d5(x0x1...xn−1, y0y1...yn−1) = 1, 5−1, 5−2, ...., 5−(n−1). (8)

One can also use the Baire distance (see definition in Sec. 2).

4.2. Modified Hamming distance

The Hamming distance is defined in Sec. 2. Under modified Hamming distance
we understand Hamming like distance where d(xi,yi) = 1 can be replaced by
d(xi,yi)< 1 when it makes sense.

For example, in the case of two sequences of nucleotides when xi =C = 1 and
yi =U = 3, or xi = A = 2 and yi = G = 4, then there is a sense to take d2(C,U) =
|3−1|2 = |2|2 = 1

2 and analogously for d2(A,G) = |4−2|2 = 1
2 . Namely, nucleotides

C and U are chemically more similar than e.g. C or U and A or G. C and U are
pyrimidines, while A and G are purines.

If elements of sequences are codons instead of nucleotides then there is a
sense to take distances between codons as their 5-adic distances rather than
usual Hamming distance. Moreover, there are codons which code the same
amino acid and also some codons that code different amino acids, as it is pointed
out in the previous section.

In this way modified Hamming distance is finer than its standard form.

5. Concluding Remarks

In this article we have presented a few metrics, more or less appropriate to
characterize similarity between sequences, which elements may be nucleotides
or codons. The above consideration can be extended to investigation of similarity
between sequences of amino acids.

Note that the Hamming distance is not appropriate to characterize similar-
ity between codons with respect to their information content, because it does
not take into account place of positions at which two nucleotides are equal or
different.

It seems to be useful to introduce measure of similarity S so that it has
values 0 ≤S ≤ 1. If so, then on metric space Wk,n(N) similarity between given
sequences x and y can be defined as S (x,y) = dmax−d(x,y)

dmax
, where dmax is maximal

distance at the space Wk,n(N). It is also natural to introduce dissimilarity S̄ (x,y)
as S̄ (x,y) = d(x,y)

dmax
. It holds S (x,y)+ S̄ (x,y) = 1.
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Abstract

Alzheimer’s disease and other dementias have been recognized as a major public
health problem among the elderly in developing countries. We address this issue
by exploring automatic noninvasive techniques for diagnosing patients through
analysis of spontaneous, conversational speech. The technique we are proposing
is a variant of n-gram based kNN machine learning technique. Since we use byte-
level n-grams, we do not use any language dependent information, including
word boundaries, character case, white-space characters or punctuation.

Twelve adults diagnosed with dementia of Alzheimer type (DAT) participate
in the study. All DAT participants were interviewed at adult day care center for
people with Alzheimer’s disease or dementia in Novi Sad, the only institution
of its kind in Serbia. All interviews were audio-recorded, transcribed verbatim
by a trained researcher, and checked for accuracy by the authors. Means for the
Mini-Mental Status Exam distinguished the two groups: moderate and mild.

Our plan is to compile a control dataset based on the interviews of healthy
elderly that do not differ significantly in age, sex or education level from the
DAT participants. We plan to compare DAT and healthy elderly participants to
test how well our techniques will discriminate between these groups. In this pa-
per, we make some preliminary distinction between the two groups of the DAT
participants. Our plan is to develop new, more sophisticated classification tech-
niques, based on Machine Learning and Natural Language Processing. We hope
that our techniques will show promising as diagnostic and prognostic additional
tools that may help earlier diagnosis of DAT and determining its degree of sever-
ity.
Keywords: dementia of Alzheimer type, automatic diagnostics, natural language
processing, machine learning

1. Introduction

According to the last census (2015) Serbia has a population of 7.1 million peo-
ple, of which 19.7% are over 65 years old. It is estimated that around 200,000
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people live with dementia, although epidemiological studies have not been con-
ducted yet. Many studies have shown that there is a need for more reliable diag-
nosis, as well as the education of professionals and the public. A significant com-
ponent of the dementia of Alzheimer type (DAT) that accompanies Alzheimer’s
disease is aphasia, a loss of oral and written communicative ability. Symptoms
include shallow vocabularies and word-finding difficulties leading to the dete-
rioration of spontaneous speech which is often observed by family members
during conversational situations in the early stage of disease [5]. Lately, there
are several encouraging reports about applying machine learning algorithms for
automatic diagnosis of DAT based on spontaneous speech analysis [4], [1], [3].

We address this issue by exploring automatic machine learning noninvasive
method for diagnosing patients through analysis of spontaneous, conversational
speech. The technique we are proposing here belongs to group of n-gram based
kNN techniques. Using byte-level n-grams, we are enabled to avoid any language
dependent information, including word boundaries, character case, white-space
characters or punctuation. However, white-space and punctuation characters im-
plicitly play a significant role in classier performance based on the frequency of
occurrence [5].

2. Methodology and data

2.1. Dataset

Twelve adults diagnosed with DAT (in the Clinical Center of Vojvodina, Novi
Sad) participate in the study. All DAT participants were interviewed at the adult
day care center for people with Alzheimer’s disease or dementia in Novi Sad,
the only institution of its kind in Serbia. All interviews were audio-taped, tran-
scribed verbatim by a trained researcher, and checked for accuracy by the au-
thors. Means for the Mini-Mental Status Exam (MMSE) distinguished the two
groups: moderate (score between 10 and 18) and mild (score between 19 and
23). The MMSE involves a patient responding to 17 questions that cover a wide
range of cognitive domains divided into two sections: the first requires verbal
responses to orientation, memory, and attention questions, and second section
requires reading and writing [5]. All interviews are saved in the separate docu-
ments and divided into test set and training set.

Our plan is to compile a control dataset based on the interviews of healthy
elderly that do not differ significantly in age, sex or education level from the
DAT participants.

2.2. Our technique

In this research we used ngram-based technique, presented and used by Keselj
et al. [2] to solve the authorship attribution problem. The technique is based on
byte-level n-gram frequency statistics method for document representation, and
kNN (k = 1) algorithm for text classification process. Extracting byte n-grams
from a document is like moving an n-byte wide ”window“ across the document,
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byte by byte. Each window position covers n bytes, defining a single n-gram. N-
gram techniques have been successfully used for a long time in a wide variety of
problems and domains.

Preprocessing All texts from the training set are concatenated in one of two
meta-texts depending on a category. For each text from the test set, each text
from the training set and for the two meta-texts, a profile representation are
generated (meta-text profiles are named category profiles). Each profile consists
of first L most frequent byte n-grams encoded in a pair (xi, fi), where xi is one
byte n-gram and fi its normalized frequency. The profile length L limits the num-
ber of n-grams considered during the similarity calculation and serves to keep
profiles small when large values of n are used.

Training phase For different values of n and L, for each train document:

– Compute a dissimilarity measure between the train documents profile and
each of the categorys profiles.

– Select the category (or categories) whose profile has the smallest value of
dissimilarity measure with the documents profile

– Make evaluation of the obtained results
– Choose n and L with the best obtained results.

Test phase For obtained n and L, for each test document:

– Compute a dissimilarity measure between the test documents profile and
each of the categorys profiles.

– Select the category (or categories) whose profile has the smallest value of
dissimilarity measure with the documents profile.

In order to decide whether a certain test document belongs (or not) to a cer-
tain category, this text classification procedure requires a dissimilarity measure.
In this paper we used measure presented by Keselj et al. [2] that has a form of
relative distance:

d(P1,P2) = ∑
n∈pro f ile

(2 · ( f1(n)− f2(n))
f1(n)+ f2(n)

)2
(1)

where f1(n) and f2(n) are frequencies of an n-gram n in the category profile P1
and the test document profile P2, respectively.

2.3. Performance evaluation

For evaluating the performance of the technique, the typical evaluation metrics
that come from information retrieval are used: P recision (P), Recall (R) and F1
measure:

P =
T P

T P+FP
,R =

T P
T P+FN

,F1 =
2PR

P+R
(2)
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where TP (True Positives) are defined as the documents that were correctly as-
signed to the considered category while FP (False Positives) are the documents
that were wrongly assigned to that category. Similarly, TN (True Negatives) were
correctly not assigned to the considered category, while FN (False Negatives)
were not assigned to the considered category but should have been assigned
to it (since they belong to it). All presented measures can be aggregated over
all categories in two ways: micro-averaging the global calculation of measure
considering all the documents as a single dataset regardless of categories, and
macro-averaging the average on measure scores of all the categories. In this
article, micro-averaged F1 and macro-averaged F1 measures are reported.

3. Results

Since we have data only for DAT participants, we are able to test our technique
only in making distinction between the two groups of the DAT participants (mod-
erate and mild). Experiments are conducted for different values of n nad L (n
take values from interval [2,9], while L take values from interval [100, 50000]
with step 100). We used 10-cross validation technique and we obtained fol-
lowing results: micro-averaged F1 = 70% and macro-averaged F1 = 64.66%.
Optimal values for parameter n lying between 3 and 6, while for parameter L
lying between 1000 and 2000. Authors in [5] obtained accuracy between 53.8%
and 69.6% in rating dementia in two classes, so our results are comparable to
results presented in this paper.

4. Conclusion and future work

Our goal is to compare DAT and healthy elderly participants to test how well our
method will discriminate between these groups. So, our first task is to collect
interviews with healthy elderly participants. Moreover, we will work on getting
new data about DAT participants. We also plan to develop and test new Machine
Learning classification techniques and Natural Language Processing techniques.

Although more work needs to be done to collect new data and improve the
accuracy of presented results, we hope that our techniques will show promising
as diagnostic and prognostic additional tools that may help earlier diagnosis of
DAT and determining its degree of severity.
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1 Faculty of Science and Mathematicas, University of Banja Luka, Mladena Stojanovića
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Abstract. Classification algorithms are intensively used in discovering new
information in large sets of biological data. In cases when classification
tasks involve nominal attributes, some of commonly used classification
tools do not obtain results of satisfying quality, since mathematical op-
erations and relations can not be directly applied to symbolic values. This
problem often appears in the k-nearest neighborhood (KNN) classification
because the standard Euclidean distance function can become burdened
by the large number of irrelevant attributes, consequently producing inac-
curate classification results.
In this paper we examine several metrics which can be applied to nominal
attributes and for each metric we apply the appropriate KNN strategy. In
order to justify the proposed approach, comprehensive experiments are
performed on a dataset of prokaryiotic organisms. Experimental results
indicate that the new classifications are more accurate than those obtained
by the previously used methods, getting better results in seven of total of
twelve cases.

Keywords: bioinformatics, classification, nearest neighbor, distance met-
rics, data mining

1. Introduction

There is a fast growth in the volume of data stored in biological databases. One
of the particularly active area in bioinformatics is the development and applica-
tion of the machine learning methods and classification algorithms in order to
obtain more useful information from large sets of biological data.

During the classification process, the classifier uses a set of training records
with known classes in order to learn how to predict the class of an record with an
unknown class. During past decades, many power and robust classification tools
have appeared on the market. Some of the most popular and frequently used
such tools offers various techniques, allowing users to try and compare different
machine learning methods on new and existing data sets.

Among many other commonly used software framework used for classifica-
tion, we notice some of them: WEKA [1], KNIME [2], IBM SPSS [3] and IBM
Intelligent Miner package [4].
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Although these tools are proved to be reliable in many tasks, in classifica-
tions which involve many nominal attributes, these tools often do not obtain
results of satisfying quality, since mathematical operations and relations need
additional customization with respect to the nature of the considered data. As
a consequence, such classifiers ignore nominal attributes and form the classifi-
cation model based solely on numerical attributes. This approach usually leads
to inaccurate and unreliable results. The problem of inability to handle nom-
inal attributes especially appears in the classification algorithms based on the
KNN strategy. KNN involves a distance function that measures the difference or
similarity between two records. In KKN, there is an assumption that the class
of a test record is equal to the most frequent class of the nearby records with
respect to distance function, e.g. Euclidean distance function. When the classi-
fication algorithm has to deal with many nominal attributes, the calculation of
the distance between two records can become burdened by the large number
of irrelevant attributes. In such cases, we get inaccurate classification results or
even no result at all, if all attributes are nominal, since the application of KNN
strategy is impossible in such case.

To overcome these problems and enable the application of a KNN classifier
to such datasets, new distance functions between attributes needs to be defined.
In this paper we examine several metrics known in the literature, which can be
applied to nominal attributes of a dataset of prokaryotic organisms.

The dataset analyzed in this paper consists of prokaryotic organisms and
contains total of 30 attributes, from which 11 attributes are nominal. Earlier ex-
periments presented in [5, 6] indicated that commonly used classification tools,
mostly ignore nominal attributes and forms the classification based on only nu-
merical ones. For each analyzed metric we apply the appropriate KNN strategy,
enabling the classification process become more accurate.

This paper is organized as follows. In the next section we present a short
description of the KNN method, as well as the overview of the metrics which are
convenient for use in determining the distance between the considered data. In
the section Experimental results we tested all of these metrics by applying the
KNN strategy using them. We compare obtained results with the results of other
classification methods presented in [6].

2. Nearest-neighbor classifier and distance metrics

In this section we give a short description of the nearest neighbor classifier and
the distance metrics used in this paper.

2.1. Nearest neighbor classifier

Nearest neighbor classifier is a relatively simple and common used classification
method which can be applied both for classification and regression. Since this
method delays the process of modeling the training data until it is needed to
classify test examples, this classifier is known as lazy learner. As a consequence,
the efficiency of the KNN depends on the dimension of the training set (Ntr)
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and the number of attributes (N). For example, for each training vector the time
complexity of 1-NN is O(NtrN).

The main principles of this method are based on finding all the training ex-
amples that are relatively similar to the attributes of the test example. Each
example is represented as data point in n-dimensional space, where n is number
of attributes. In the algorithm, distance (or similarity) between each test exam-
ple z = (x′,y′) and all the training examples (x,y) ∈ D are calculated, in order
to determine the nearest-neighbor list Dz. The k nearest neighbors of a given
example z refer to the k training examples that are closest to z. These examples
are further used to determine the class label of the test example. More precisely,
once the nearest-neighbor list is obtained, the test example is classified based on
majority class of its neighbors:

y′ = argmax
v ∑

(xi,yi)∈Dz

I(v = yi),

where v is class label, yi is class label for one of the nearest neighbors, and I(·) is
an indicator function that returns value 1 if its argument is true and 0 otherwise.

The choice of the number k can significantly influence on the success of the
classification. In some cases, if k is too small, the nearest-neighbor classifier may
be susceptible to overfitting because of noise in the training data. On the other
side, if k is too large, the nearest-neighbor classifier may misclassify the test
record because its list of nearest neighbors may include data points that are
located far away from its neighborhood [7].

If KNN is used for solving binary classification tasks, odd values of k are usu-
ally used to avoid ties, i.e., two classes labels achieving the same score. In the
KNN presented in this paper, k takes each value from the set {1,3,5,7,9,11,13,15}.

2.2. Distance metrics

As it is already mentioned, in cases when many nominal attributes are included
in classification, standard metrics often can not be directly applied, since nom-
inal attributes must be handled in a problem-specific way. In literature many
distance functions for handling the nominal attributes are proposed. A detailed
analysis of them is out of the scope of this paper and can be found for example
in [8] and the references therein.

In this paper, for improving the classification process based on the KNN strat-
egy, we decided to implement and test the following distance functions:

– Hamming-Euclidean overlap metric (HEOM)
– Frequency weighted overlap metric (FWOM)
– Heterogenous Valued difference metric (HVDM), actually three variants of

this metric, slightly differing in the way of calculating the valued distance.

In addition, we implemented the numeric metric, which handles only the
numeric attributes. We use this metric for calculating the distance between nu-
merical attributes in HEOM, FWOM and HVDM metrics.

In the following subsections, we shortly describe the introduced metrics.
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Numeric metric. Numeric metric ignores nominal attributes and bases classifi-
cation model only on numerical ones. If x = (x1,x2, ...,xn) and y = (y1,y2, ...,yn)
are two examples then

numeric(x,y) =

√
n

∑
i=1

d2
i (xi,yi).

In the considered dataset there are many NULL values assigned to numerical
attributes. If in a pair of attributes only one NULL value appear, than we handle
the problem in a simple, but effective way: the distance between the attribute
xi having a numeric value and the attribute yi having NULL value is calculated
as difference between xi and the average value of the attribute i. In a case when
both attributes are missing, than the distance is equal to 0. More precisely, the
distance between two attributes is calculated by the following formula:

di(xi,yi) =


|xi− yi|, xi,yi 6= NULL
|xi−avg(i)|, yi = NULL ∧ xi 6= NULL
|yi−avg(i)|, xi = NULL ∧ yi 6= NULL
0, otherwise.

avg(i) is average value of i-th attribute.
Since the value di(xi,yi) can be very large, it is divided by 4 standard devia-

tions to scale value into a range that is usually of width 1. The numeric features

are therefore normalized with d(xi,yi) =
|xi− yi|

4σ
, where σ is standard deviation.

HEOM metric. Hamming-Euclidean metric is a heterogeneous metric that use
different attributes distance function on different kinds of attributes. This metric
is introduced by Wilson and Martinez [8] and it is the combination of the Eu-
clidean and Hamming metric. For nominal attributes, the Hamming distance is
considered: the distance is equal to 0 if two attributes are equal and 1 if they are
different or one of them is NULL. If attributes are numerical, the HEOM metric
uses the Euclidean distance, which is similar as the distance calculated in the
numeric metric.

Formally,

di(xi,yi) =

{
Hamming distance , if i-th attribute nominal;
Euclidean distance , if i-th attribute numeric.

Euclidean distance for attributes xi and yi is calculated as |xi− yi|. Similarly to
the case of numeric metric, di(xi,yi) can be very large, so numeric features are

normalized by the formula d(xi,yi) =
|xi− yi|

4σ
, where σ is standard deviation.

Finally, if x = (x1,x2, ...,xn) and y = (y1,y2, ...,yn) are two examples then

heom(x,y) =

√
n

∑
i=1

d2
i (xi,yi),

where di(xi,yi) is Hamming-Euclidean distance.
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FWOM metric. In HEOM metric all attributes have identical contributions to the
overall distance. One way to control the influence of attributes is introducing dif-
ferent weights on different attributes. This approach is applied in the frequency
weighted overlap metric (FWOM). The FWOM metrics is introduced in [9] and
has a similar definition as HEOM metric, but the nominal attributes are assigned
the appropriate weights, defined as

ωi =
F(xi)+F(yi)

F(xi)F(yi)

where F(xi) and F(yi) are the frequencies of the attributes xi and yi in training
data.

So, if x = (x1,x2, ...,xn) and y = (y1,y2, ...,yn) are two examples then

f wom(x,y) =
n

∑
i=1

d(xi,yi),

where

di(xi,yi) =

{
ωi ·Hamming distance , if i-th attribute nominal;
Euclidean distance , if i-th attribute numeric.

HVDM metric. In HVDM metric, the valued difference metric instead Hamming
metric is used for determine distance between nominal values. Valued difference
metric is is defined as [8]:

HV DM(x,y) =

√
n

∑
i=1

d2
i (xi,yi)

where n is number of attributes.
The function di(x,y) returns a distnace between the two values x and y for

attribute i and is defined as:

di(x,y) =

1 , if x or y unknown;
normalized vdmi(x,y) , if i is nominal;
normalized di f fi(x,y) , if i is numerical.

The function normalized di f fi is defined similarly to the previous cases when
numerical attributes figure:

normalized di f fi(x,y) =
|x− y|

4σi
.

In order to deeper analyze the behaviour of the HVDM metric applied to
the considered dataset, we considered three variants of calculating the distance
between two records:

N1 : normalized vdm1i(x,y) =
C

∑
c=1

∣∣∣∣Ni,x,c

Ni,x
−

Ni,y,c

Ni,y

∣∣∣∣,
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N2 : normalized vdm2i(x,y) =

√
C

∑
c=1

∣∣∣∣Ni,x,c

Ni,x
−

Ni,y,c

Ni,y

∣∣∣∣2,
N3 : normalized vdm3i(x,y) =

√
C ∗

C

∑
c=1

∣∣∣∣Ni,x,c

Ni,x
−

Ni,y,c

Ni,y

∣∣∣∣2,
where Ni,x is the number of records in the training set that have value x for
attribute i, Ni,x,c is the number of records in the training set that have value x for
attribute i and output class c. C is the number of output classes in the problem
domain.

The difference between N1 and N2 is similar to a difference between Manhat-
tan and Euclidean distance, while N3 is the function used in [10], where HVDM
was first introduced. Using VDM, the average value for Na,x,c/Na,x (as well as
for Na,y,c/Na,y) is 1/C. Since the difference is squared and then added C times,
the sum is usually in the neighborhood of C(1/C2) = 1/C. This sum is therefore
multiplied by C to get it in the range 0, ...,1, making it roughly equal in influence
to normalized numeric values.

3. Experimental results

This section contains experimental results obtained by application of the KNN
classification algorithm to the chosen dataset of prokaryotic organisms.

All the tests are executed on the Intel i3-4000M CPU @2.4GHz with 12GB
RAM under 64-bit Windows 10 Operating system. For each execution, only one
thread/processor is used. The KNN algorithm is implemented in C programming
language and compiled with Visual Studio 2012 compiler.

For each problem dataset, KNN is executed multiple times by selecting K
from the set {1,3,5,7,9,11,13,15} and by selecting different distance metric
from the set {HEOM, FWOM, HVDM1, HVDM2, HVDM3, Numeric}.

Initially, each problem dataset is randomly separated to two parts: the first
one is called the training subset and it consists of about 70% of records from the
whole problem dataset, while the remaining 30% of records (test subset) is used
to test the quality of KNN for a selected K and distance metric. Test accuracy
is calculated as a percentage of accurately assigned classes to feature vectors
from the test set. During this class assignment, only nearest neighbours from the
training subset are considered.

3.1. Dataset collection

The data used in this work refer to the prokaryotic organisms. The data are
extracted from the NCBI (National Center for Biotechnology Information) site
(http://www.ncbi.nlm.nih.gov/genomes/lproks.cgi, as of February 9th, 2012).
Later, some characteristics of organisms were added from the Patric (http://patri-
cbrc.org) and Doe databases (http://img.jgi.doe.gov/). All data were stored in
the table entitled Characteristics of Organisms. That table contains 1971 differ-
ent records and for each record there are total of 30 attributes. In this research
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TABLE 1: Considered classifications

Class. Attributes Target class #nominal att.
Class 1 shape, organism size, arrangement superkingdom 2
Class 2 shape, organism size, arrangement phylum 2
Class 3 shape, motility, endospores superkingdom 3
Class 4 shape, motility, endospores phylum 3
Class 5 habitat, temp range, optimal temp superkingdom 2
Class 6 habitat, temp range, optimal temp phylum 2
Class 7 temp range, optimal temp habitat 1
Class 8 pathogenic, oxygenreq, optimal temp superkingdom 2
Class 9 pathogenic, oxygenreq, optimal temp phylum 2
Class 10 oxygenreq, optimal temp pathogenic 1
Class 11 habitat, motility superkingdom 2
Class 12 habitat, motility phylum 2

10 attributes are used: shape, organism size, motility, habitat, optimal temp, ar-
rangement, endospores, pathogenic, oxygenreq and temperature range.

In the Table 1 we show an overview of 12 classifications analyzed in this
work. The first column contains labels of classifications, the second column is
the list of attributes which are used in particular classification, the third is the
target class and in the forth column we show the number of nominal attributes
used in the classification. For example, the first classification uses attributes:
shape, organism size and arrangement. The target class is superkingdom (which
can take values Bacteria or Archea). Attributes shape and arrangement are nom-
inal, organism size is numerical, so there are two nominal and one numerical at-
tribute in this classification. The third classification uses three nominal attributes
(shape, motility, endospores) to form classification model for same target class
as the first one.

3.2. Results of the classifications

In the Tables 2-13 the results obtained on these 12 classifications are shown.
The first column of each table contains the number of considered neighbours,
the second column contains the result obtained by HEOM metric and the third
one by FWOM metric. The next three columns contain results obtained by the
HVDM metrics (HVDM1, HVDM2, HVDM3 respectively), and the last column
contains results obtained by using the numeric metric. The best obtained result
is bolded. Since all attributes in classifications 3, 4, 11 and 12 are nominal, nu-
meric metric can not be applied to them.

From the Table 2 (classification 1) one can see that the best score of correctly
classified test data is obtained by the HEOM for 11 neighbors and with two vari-
ants of the HVDM metrics (HVDM1 and HVDM2) for 13 neighbors. The weakest
results are obtained by the numeric metric. From the Table 3 it can be seen that
the best result is obtained by the HEOM metric and 11 neighbors. Numeric met-
ric again gives the weakest results, which indicates that the proposed distance
metrics improves the success of the classification. In the third classification (Ta-
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TABLE 2: Class. 1: Target class Superkingdom

HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric
1NN 90.88% 91.39% 90.71% 90.71% 90.71% 89.70%
3NN 94.76% 94.93% 94.93% 94.93% 94.76% 92.57%
5NN 95.44% 95.44% 95.78% 95.78% 95.78% 94.09%
7NN 95.27% 95.10% 95.27% 95.27% 95.27% 93.92%
9NN 95.78% 95.61% 95.61% 95.61% 95.61% 94.26%
11NN 95.95% 95.78% 95.78% 95.78% 95.61% 94.43%
13NN 95.44% 95.27% 95.95% 95.95% 95.27% 94.26%
15NN 95.44% 95.27% 95.44% 95.44% 95.44% 94.26%

TABLE 3: Class. 2: Target class Phylum
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 52.20% 53.21% 40.20% 40.20% 40.20% 41.39%
3NN 56.42% 56.42% 43.92% 43.92% 43.92% 43.41%
5NN 59.29% 59.12% 50.00% 50.00% 50.00% 48.48%
7NN 58.95% 58.61% 50.51% 50.51% 50.51% 49.16%
9NN 60.47% 60.14% 51.69% 51.69% 51.69% 50.84%
11NN 60.64% 60.14% 51.86% 51.86% 51.86% 51.01%
13NN 60.47% 60.30% 52.53% 52.53% 52.53% 50.34%
15NN 58.45% 58.45% 51.18% 51.18% 51.18% 51.35%

TABLE 4: Class. 3: Target class Superkingdom
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 93.41% 93.41% 93.41% 93.41% 93.41% -
3NN 76.01% 76.01% 76.01% 76.01% 76.01% -
5NN 94.93% 94.93% 94.93% 94.93% 94.93% -
7NN 94.93% 94.93% 94.93% 94.93% 94.93% -
9NN 94.93% 94.93% 94.93% 94.93% 94.93% -
11NN 94.93% 94.93% 94.93% 94.93% 94.93% -
13NN 94.93% 94.93% 94.93% 94.93% 94.93% -
15NN 94.93% 94.93% 94.93% 94.93% 94.93% -

TABLE 5: Class. 4: Target class Phylum
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 54.39% 54.39% 42.91% 42.91% 42.91% -
3NN 52.03% 52.03% 42.91% 42.91% 42.91% -
5NN 51.86% 51.86% 31.93% 31.93% 31.93% -
7NN 55.91% 55.91% 31.93% 31.93% 31.93% -
9NN 55.74% 55.74% 42.91% 42.91% 42.91% -
11NN 56.93% 56.93% 42.91% 42.91% 42.91% -
13NN 58.78% 58.78% 42.91% 42.91% 42.91% -
15NN 58.78% 58.78% 42.91% 42.91% 42.91% -
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TABLE 6: Class. 5: Target class Superkingdom
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 95.61% 95.27% 95.27% 95.27% 95.61% 94.59%
3NN 96.11% 96.11% 96.11% 96.11% 96.11% 94.59%
5NN 96.11% 95.95% 95.95% 95.95% 95.95% 94.59%
7NN 96.79% 97.13% 96.62% 96.62% 96.62% 94.59%
9NN 96.79% 96.62% 96.62% 96.62% 96.62% 94.59%
11NN 96.79% 96.62% 96.62% 96.79% 96.62% 94.59%
13NN 96.79% 96.62% 96.62% 96.62% 96.62% 94.59%
15NN 96.45% 96.28% 96.62% 96.62% 96.62% 94.59%

TABLE 7: Class. 6: Target class Phylum
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 31.93% 31.93% 26.86% 26.86% 26.86% 39.19%
3NN 32.09% 32.09% 37.33% 37.33% 37.33% 44.59%
5NN 48.31% 48.48% 46.11% 48.14% 46.11% 44.59%
7NN 47.97% 47.97% 47.13% 47.13% 47.13% 44.59%
9NN 37.84% 38.01% 46.62% 46.62% 46.62% 44.59%
11NN 38.01% 38.68% 46.62% 46.62% 46.62% 44.59%
13NN 36.49% 37.33% 46.28% 46.28% 46.28% 44.59%
15NN 36.49% 36.99% 46.28% 46.28% 46.28% 44.59%

TABLE 8: Class. 7: Target class Habitat
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 29.73% 29.73% 29.73% 29.73% 29.73% 26.69%
3NN 30.57% 30.57% 30.57% 30.57% 30.57% 28.04%
5NN 45.61% 45.61% 45.44% 45.44% 45.61% 43.24%
7NN 44.76% 44.76% 44.76% 44.76% 44.76% 42.57%
9NN 44.76% 44.76% 44.76% 44.76% 44.76% 42.57%
11NN 44.93% 44.76% 44.93% 44.93% 44.93% 42.74%
13NN 31.93% 31.76% 31.93% 31.93% 31.93% 43.24%
15NN 30.91% 30.74% 30.91% 30.91% 30.91% 28.55%

TABLE 9: Class. 8: Target class Superkingdom
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 94.59% 94.59% 94.59% 94.59% 94.59% 94.59%
3NN 94.59% 94.59% 94.59% 94.59% 94.59% 94.59%
5NN 94.59% 94.59% 94.59% 94.59% 94.59% 95.78%
7NN 94.59% 94.59% 94.59% 94.59% 94.59% 94.59%
9NN 94.59% 95.95% 94.59% 94.59% 94.59% 94.59%
11NN 94.59% 94.59% 94.59% 94.59% 94.59% 94.59%
13NN 94.59% 94.59% 94.59% 94.59% 94.59% 95.78%
15NN 94.59% 95.10% 94.59% 94.59% 94.59% 94.59%
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ble 4) all methods obtain similar results. In the fourth classification the best
results are obtained by HEOM and FWOM metrics, for larger k, (k = 13 and
k = 15). For the classification 5, all methods obtains similar results and the best
one if reached by the FWOM metric and k = 7. In the classification 6, HVDM
metrics are more successful in average, but the best result is again obtained by
the FWOM metric and k = 5. In the classification 7 best results are obtained for
k = 5 (HEOM, FWOM and HVDM3). In the classification 8 all methods achieves
good and similar results and the best one is obtained by the FWOM metric and
k = 9. In classification 9, FWOM and HEOM metrics obtains best results for larger
values of k. In classification 10 and 11 all methods obtain similar results. In gen-
eral, better results are obtained by larger values of k. In the last classification,
best results are obtained by HEOM and FWOM metrics and k = 15.

3.3. The comparison with previous methods

Table 14 contains the results obtained by several classification algorithms: Sprinter
from IBM Intelligent Miner package which is based on Decision Tree algorithm,
CHAID from IBM SPSS Statistics 23 (SPSS) which is also based on the Decision
tree algorithm, Nave Bayes algorithm from WEKA package and Jrip algorithm
also from WEKA which is Rule-Based Classifier. All these results are extracted
from [6]. The best result of each classification is bolded.

From the Table 14 it is evident that presented metrics can improve the NN
strategy for classifications in 7/12 cases. The presented strategy improves results
for classifications 1-5, 8 and 11, achieving better results than those presented
in [6]. The proposed methods can be applied to classification containing both
numerical and nominal attributes. From a deeper analysis of the obtained data,
one can conclude that HEOM and FWOM metrics behave similary. As expected,
since HVDM 1-3 metrics are defined in a similar way, the obtained results are
also similar.

4. Conclusions and future work

In this paper we presented several distance metrics that can be used for clas-
sifications which involve nominal attributes. In cases when many nominal at-
tributes appear, standard classification tools usually ignore their appearance,
causing inaccurate and unreliable results. In order to overcome this problem,
we introduced several distance metrics that can be applied to the considered
classifications.

Experimental results indicate a high reliability of the proposed methods. This
strategy improves previously known results in seven of total of twelve cases. The
obtained results indicate that this approach can be used for classification of such
datasets.

This research can be extended in several ways. For example, the proposed
algorithms can be applied to other biological datasets. In classifications where
more attributes are considered, the proposed KNN approach can be combined
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TABLE 10: Class. 9: Target class Phylum
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 27.36% 27.36% 28.21% 28.21% 28.21% 39.19%
3NN 27.20% 27.20% 29.39% 29.39% 29.39% 44.59%
5NN 33.45% 33.45% 36.82% 36.82% 36.82% 44.59%
7NN 44.09% 44.09% 44.59% 44.59% 44.59% 44.59%
9NN 44.09% 44.09% 44.59% 44.59% 44.59% 44.59%
11NN 43.92% 43.92% 37.84% 37.84% 37.84% 44.59%
13NN 46.28% 46.28% 44.59% 44.59% 44.59% 44.59%
15NN 46.28% 46.28% 44.59% 44.59% 44.59% 44.59%

TABLE 11: Class. 10: Target class Pathogenic
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 46.45% 46.45% 46.28% 46.28% 46.28% 47.97%
3NN 73.82% 73.82% 73.31% 73.31% 73.65% 67.06%
5NN 75.84% 75.84% 75.68% 75.68% 75.84% 66.22%
7NN 44.93% 44.93% 44.93% 44.93% 44.43% 48.65%
9NN 77.20% 77.20% 77.20% 77.20% 77.03% 66.55%
11NN 77.20% 77.20% 77.20% 77.20% 77.20% 66.55%
13NN 77.20% 77.20% 77.20% 77.20% 77.20% 66.55%
15NN 77.20% 77.20% 77.20% 77.20% 77.20% 66.55%

TABLE 12: Class. 11: Target class Superkingdom
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 84.29% 84.29% 84.29% 84.29% 84.29% -
3NN 92.57% 92.57% 92.57% 92.57% 92.57% -
5NN 92.57% 92.57% 92.57% 92.57% 92.57% -
7NN 93.75% 93.75% 93.75% 93.75% 93.75% -
9NN 94.43% 94.43% 94.43% 94.43% 94.43% -
11NN 94.43% 94.43% 94.43% 94.43% 94.43% -
13NN 94.43% 94.43% 94.43% 94.43% 94.43% -
15NN 94.43% 94.43% 94.43% 94.43% 94.43% -

TABLE 13: Class. 12: Target class Phylum
HEOM FWOM HVDM1 HVDM2 HVDM3 Numeric

1NN 43.41% 43.41% 42.91% 42.91% 42.91% -
3NN 44.09% 44.09% 10.64% 42.91% 42.91% -
5NN 41.22% 41.22% 10.64% 10.64% 10.64% -
7NN 41.72% 41.72% 42.91% 10.64% 10.64% -
9NN 44.26% 44.26% 42.91% 42.91% 42.91% -
11NN 45.95% 45.95% 42.91% 42.91% 42.91% -
13NN 45.95% 45.95% 42.91% 42.91% 42.91% -
15NN 48.14% 48.14% 42.91% 42.91% 42.91% -
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TABLE 14: Comparative results obtained by different classification algorithms

Class Sprinter CHAID Näıve Bayes Jrip KNN Improved NN
class1 93.75% 92.70% 92.56% 93.74% 90.37% 95.95%
class2 46.40% 51.10% - 53.98% 49.16% 60.64%
class3 21.07% 93.30% 92.72% 94.25% - 94.93%
class4 1.00% 56.50% 53.13% 54.48% - 58.78%
class5 83.79% 96.60% 94.25% 95.77% 92.51% 97.13%
class6 4.00% 47.50% - 43.82% 52.02% 48.48%
class7 8.00% 52.20% 49.07% 47.20% 55.35% 45.61%
class8 87.23% 94.00% 93.06% 94.59% 91.57% 95.95%
class9 9.00% 44.30% 0.00% 43.32% 49.09% 46.28%
class10 48.34% 83.60% 64.47% 82.24% 76.65% 77.20%
class11 55.83% 92.70% 92.22% 92.22% - 94.43%
class12 0.00% 47.30% 48.90% 46.02% - 48.14%

with a feature selection algorithm. It would be also interesting to analyse other
distance metrics that can be adopt for classifications of prokaryotic organisms.

References

1. M. Hall, E. Frank, G. Holmes, B. Pfahringer, P. Reutemann, I. H. Witten: The WEKA
Data Mining Software: An Update; SIGKDD Explorations, Volume 11, Issue 1, (2009)

2. M.R. Berthold, N. Cebron, F.Dill, T. R. Gabriel, T. Kötter, T. Meinl, P. Ohl, C. Sieb, K.
Thiel, B. Wiswedel: KNIME: The Konstanz Information Miner, Studies in Classification,
Data Analysis, and Knowledge Organization (GfKL 2007), Springer, (2007)

3. IBM Corp. Released 2013. IBM SPSS Statistics for Windows, Version 22.0. Armonk,
NY: IBM Corp.

4. IBM DB2 Intelligent Miner for Data, Using the Intelligent Miner for Data, First Edition,
(2002)

5. Grbić M. ”Analysis of classification algorithms applied to some prokaryotic organisms”
(poster), The Ninth International Biocuration conference, Geneve, 2016.
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Abstract. Binding of peptides to MHC class I molecules is essential and the
most selective step that determines T cell epitopes. Therefore, prediction
of MHC-peptide binding presents the principal basis for anticipating poten-
tial T cell epitopes. The immense relevance of epitope identification in vac-
cine design has prompted the development of many computational meth-
ods. All of them have advantages and drawbacks. Although some available
methods have reasonable accuracy, there is no guarantee that all models
produce good quality predictions [1]. The aim of computational methods
is to reduce the laboratory expensive experiments [2], that is way every
effort to improve performance of existing methods or make reliable new
method is important.

Keywords: bioinformatics, data mining, MHC binding prediction, k-mean
clustering, SVM

1. Introduction

Bioinformatics approaches play a critical role on analyzing multiple genomes to
select the protective epitopes in silico. It is conceived that cocktails of defined
epitopes or chimeric protein arrangements, including the target epitopes, may
provide a rationale design capable to elicit convenient humoral or cellular im-
mune responses [4]. Bioinformatics tools and immunological software are nec-
essary in order to facilitate the design and development of vaccines. Predictions
obtained by the use of different parameters and methods can greatly improve
the accuracy compared to accuracy of a single method. During the development
of such tools [5] that support bioinformatic research related to prediction of T
cell epitopes, protein hydropathy, disordered and disordered binding regions,
and applying them to a large number of proteins [8, 9], there was evidence
that there were some characteristics that influence the binders appearance. We
examined a new approach for identifying the most relevant physicochemical
properties (PC), for classification of petides into MHC-binding ligands or non
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binding ligands [7]. The new methods were developed that take into account
the physicochemical properties of amino acids and their frequencies. The de-
veloped classification models are rule based and use k-means clustering tech-
nique for extracting the most important properties. The obtained results indi-
cate that the physicochemical properties of amino acids contribute significantly
to the peptide-binding affinity and that the different alleles are characterized by
a different set of the physicochemical properties. Results from these models are
used as input features to two machine learning models, based on support vec-
tor machine technique for classification and regression problem [6]. The mod-
els for quantitatively and qualitatively predicting MHC-binding ligands, were
made. The resulting models have shown comparable performance, or in some
cases better than two of the currently best available predictors: NetMHCpan and
SMMPMBEC [3]. The new models could be used as complement to the best exist-
ing methods.

2. Materials and methods

The Immune Epitope Database (IEDB) (http://www.iedb.org/), June 2015 ver-
sion, served as data source. The research has been limited to peptides of 9 amino
acids (AAs) in length because nonamers are the most common MHC-I epitopes,
and to peptides of 15 amino acids (AAs) in length for MHC-II class, because there
are only enough experimental data to construct good models for that length of
the peptide (see section Materials and methods in [7, 6] for details).

2.1. The rule based classification models

The development of these models is aimed at identifying the main features of
the peptides that separate binders from non binders. In this phase, the peptide
is represented using its combination of unigrams and bigrams frequencies and
specific PC properties, as described below. Calculating the frequency of AAs at
appropriate positions in a peptide is aimed at extracting the features of occur-
rence of AAs in peptide binders and non-binders, which would enable easier
classification. Instead of the standard calculation of AA frequency by position in
a peptide, we used a modified calculation of frequency which was successfully
implemented in document classification [10].

Equation Definition

d f (t,S) Frequency of the term t in a set of peptides S.
id f (t,S) = log2(|S|)/(d f (t,S)) Inverse frequency of the term t in the set of peptides S.

t f (t,Peptide) The number of occurrences of the term t in the Peptide
TABLE 1: The frequency measures

In the example of peptide p = LV IKALLEV , t could be from the set {L, V, I,
K, A, L, L, E, V, L, V, VI, IK, KA, AL, LL, LE, EV }. The issues of non-linearity of
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AA frequency and peptides that have AAs or bigrams that do not occur in both
classes are resolved with the introduction of smoothing factors [11]:

∆ t f id f (ti,Peptide,S+,S−) = t f (ti,Peptide)∗ log2
|S+|

d f (ti,S+)
∗ d f (ti,S−)
|S−|

(1)

∆BM25id f (ti,Peptide,S+,S−) = log
(|S+|−∆ t f id f (ti,S+)+0.5)∗ t f id f (ti,S−)+0.5
(|S−|−∆ t f id f (ti,S−)+0.5)∗ t f id f (ti,S+)+0.5

(2)

– ti is AA or bigram in peptide Peptide from set S, at position i
– S+ and S− are the subsets of S, of positive ligands (binders) and negative

ligands (non binders), respectively
– |S+| and |S−| are the cardinalities of the positive and negative sets.

If peptides are 9 AAs in length, an assigned vector is 9 + 8 = 17. The 119 PC
properties were taken from [12], with the aim to investigate specific allele char-
acteristics and to evaluate influence of each individual PC property on classifi-
cation peptides into MHC binders or non-binders. The peptide is firstly encoded
with single PC property, in this way peptide is represented with vector of length
17 (9 + 8) with the numerical value obtained by applying PC property on appro-
priate consecutive AAs and bigrams from that peptide. This procedure is carried
out for every single PC. To evaluate the importance of single PC property, for
each PC property fk (k = 1, ...,119) and every single allele, a new rule based
classification model was constructed. This procedure is explained in details in
[7]. The scheme of peptide encoding that combines the frequencies an the pc
characteristics is illustrated in Fig. 1

FIG. 1: Encoding scheme

The development of these rule based models was intended to determine the
importance of each of the considered properties in the separation binders from
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non binders. The most important properties are identified and incorporated into
new machine learning models described bellow.

2.2. The machine learning models

Some of the existing methods and models, taken from recently review paper
[13] are listed in the table 2. In existing methods the most conventional are

TABLE 2: Existing machine learning methods

Name Method Scheme
ANNPred4 ANN Sparse encoding
nHLAPred5 ANN/PSSM Sparse encoding
Zhu et al., Decision tree N/A
KISS6 SVM Heckerman et al.
POPI7 SVM Physicochemical properties
SVMHC8 SVM Sparse encoding
NetMHC9 ANN Sparse encoding/BLOSUM50
NetMHCpan10 ANN Sparse encoding/BLOSUM50
MHCPRED11 QSAR regression -
SVRMHC12 SVM Sparse encoding/11 pc

sparse encoding strategies, where each AA in a peptide is encoded as a 20-digit
binary number, a single 1 and 19 zeros. The second is BLOSUM50 encoding,
whereby AAs are encoded as the BLOSUM50 score for replacing the AA with
each of the 20 AAs , or a combination of these two strategies.
Here, the peptide is represented using three new types of features, obtained by
the extensive training and testing of the rule based models and the application
of the knowledge gained in the previous step. The combination of these features
served as input for three different support vector machine (SVM) and support
vector regression (SVR) models. SVM models were created for binary classifi-
cation, i.e. to predict whether a peptide is or is not an epitope, while the SVR
models were made for predicting the binding affinity of a peptide to a particular
allele. The weighting schemes are based on:

– position-dependent amino acid frequencies (∆ -BM25-IDF),
– BLOSUM and VOGG substitution of amino acids,
– physicochemical properties of amino acids (the 10 best PC) and
– molecular properties of amino acids (z5 descriptors)

The first encoding scheme. The first encoding scheme is combination of BLO-
SUM (VOGG) and ∆ -BM25-IDF encoding (Fig. 2).

The second encoding schema. This encoding strategie is constucted using 10
best PC properties for unigrams and bigrams within peptide.
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FIG. 2: Encoding scheme based on BLOSUM and ∆ -BM25-IDF

The third encoding scheme. This scheme is expansion of the first scheme with
molecular descriptors. We combined three different encoding schemes of BLO-
SUM62 (VOGG) encoding, ∆ -BM25-IDF weighting and Z5-descriptors. As each
AA in a peptide is replaced by the appropriate type from the VOGG matrix, the
peptide is represented by a vector 180 in length. Every component of the result-
ing vector is multiplied by the ∆ -BM25-IDF weight obtained for the AA it rep-
resents. Every AA in a peptide is represented with another 5 descriptors, which
means that another 9 x 5 = 45 components are added to the vector. Finally, the
peptide is represented by a vector 225 in length, whereby we have covered the
frequency of AAs, the composition of the PC properties that best describe the
molecular characteristics of the AAs and possible substitution.

All three schemes are described in detail in the paper [6], as well as the
results obtained by the use of these models.

Models building. Support vector machine (SVM) is assumed to be a very pow-
erful algorithm that often achieves superior classification performance in com-
parison with other classification algorithms. They are efficient enough to handle
very large-scale classification in both number of samples and number of features
which was the case here. SVM method was used for two class problem (binary
classification of peptides into epitopes and non epitopes) and to predict binding
affinity of the peptides. For that purpose an affinity is logarithmically scaled to
continuous numerical value from the interval [0, 1]. The basic idea of SVMs is to
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map data of samples into a high dimensional Hilbert space and to seek a sepa-
rating hyperplane in this space (separates the positive from negative examples).
The kernel functions that where used to perform the non-linear mapping into
feature space are:

– Radial Basis Function (RBF) for regression problem:
K(xi,x j) = e−γ|xi−y j |2

– Polynomial Function for binary classification:
K(xi,x j) = (xix j +1)e,e = 1,2,

To evaluate the performance of our methods comprehensively, we report stan-
dard performance measures, including accuracy, precision, recall, AROC, F-
measure, Pearsons CC and Kappa statistic. The experiments, for all models,
were performed with a 10-fold cross-validation (CV) on the training set (70%).
The remaining data (30%) were further used as a blind test for assessing models
obtained in this way. The parameters were optimized for both techniques with a
grid search algorithm (C,γ,exponent).

3. Results

Prediction performance for all models are presented in table 3. Taking the aver-
age value of all measures as an assessment of the quality of all three models, it
appears that the third model gives the best results (in the case of binary). Still,
the results of the models based on these three schemes are quite close; all of
them provide good results. It can be concluded that the calculation of inverse
frequency of amino acids and encoding of the peptide by measures effectively
used for text classification produce excellent results when used in combination
with BLOSUM encoding for the classification of epitopes and prediction of the
binding affinity for MHC-I proteins. The results of the second model indicate
that the PC properties play an important role in the binding of peptides to MHC-
I molecules. It was the results obtained with models based on the second scheme
of encoding that motivated the creation of the third scheme, which included the
encoding of peptides with Z-descriptors, because Z-descriptors actually repre-
sent a certain combination of PC and molecular properties (unique for all alleles,
unlike the case in our second model).

TABLE 3: Performance of SVM and SVR models for all three schemas (AVG val-
ues)

SVM SVR
Accuracy Permormance on test set 10 cv CC
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AVG scheme 1 84.75 85.54 0.86 0.86 0.85 0.86 0.71 0.75 0.74
AVG scheme 2 87.93 87.47 0.89 0.89 0.89 0.87 0.83 0.80 0.80
AVG scheme 3 88.17 87.66 0.88 0.88 0.88 0.86 0.72 0.78 0.78
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FIG. 3: SVM and SVR models comparative results

Performance comparison with other methods. Performance comparison of
our three models with SMMPMBEC and NetMHCpan predictors

TABLE 4: The comparative results of the existing predictors SMMPMBEC,
NetMHCpan and new developed regression models

Allel SMMPMBEC NetMHCPan Schema 1 Schema 2 Schema 3
0101 0.66- 0.63 0.82 -0.77 0.80-0.78 0.85-0.85 0.75-0.79
A0201 0.80-0.78 0.869 -0.85 0.79-0.80 0.84-0.85 0.82-0.82
A0202 0.79 -0.80 0.83-0.84 0.79-0.75 0.81-0.84 0.78-0.79
A0203 0.83-0.79 0.86-0.88 0.79-0.81 0.84-0.85 0.81-0.82
A0206 0.75 -0.70 0.80- 0.74 0.67-0.72 0.82-0.82 0.76-0.77
0301 0.79- 0.79 0.81- 0.83 0.76-0.78 0.76-0.78 0.79-0.77
1101 0.78- 0.78 0.86-0.85 0.76-0.77 0.82-0.80 0.81-0.80
2402 0.67- 0.74 0.71-0.75 0.64-0.63 0.75-0.72 0.68-0.68
2601 0.62-0.59 0.78-0.76 0.77-0.68 0.77-0.68 0.70-0.70
3101 0.77- 0.72 0.83-0.73 0.77-0.79 0.77-0.79 0.81-0.78
6802 0.71-0.81 0.80-0.88 0.70-0.71 0.70-0.71 0.80-0.76
B0702 0.72- 0.78 0.84- 0.81 0.79-0.76 0.79-0.85 0.79-0.94
B0801 0.66- 0.81 0.76-0.89 0.74-0.73 0.84-0.84 0.80-0.78
B1501 0.68- 0.74 0.74- 0.809 0.70-0.69 0.80-0.80 0.77-0.79
B4403 0.75-0.81 0.80-0.83 0.71-0.72 0.85-0.84 0.77-0.75

4. Conclusion

The models presented here provide good results. The calculation of frequency
of amino acids and using the measures effectively used for text classification
produce excellent results for epitope classification. The results of models based
on the PC properties indicate that the PC properties play an important role in the
binding of peptides to MHC-I molecules and have direct influence on binding
affinity. All the results point out the features of peptides that can be used to
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FIG. 4: Comparative results of SVR models with other methods

more easily identify potential epitopes, and suggest possible future direction for
improving existing predictors.
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Abstract. Animal groups on the move are a paradigmatic example of col-
lective behaviour in social species. The most striking features of this col-
lective motion are sudden coherent changes in the travel direction of the
whole group. Such a coordinated collective behaviour requires fast and
robust transfer of information among individuals in order to prevent cohe-
sion loss. However, little is known about the mechanism by which natural
groups achieve this robustness. Furthermore, collective directional switch-
ing often emerges not as a response to an external alarm cue, but spon-
taneously from the intrinsic fluctuations in individual behaviour. In par-
ticular, it is not yet clear the role of the underlying structure of the com-
munication network in these events. In this paper, we present an overview
of an experimental and theoretical study of spontaneous collective turns
in natural flocks of starlings, which reveals the mechanisms behind this
phenomena.

Keywords: collective animal behaviour, self-organization, decision-making

1. Introduction

Moving animal groups are a paradigm of collective behaviour in social species.
Their collective motion is characterised by sudden, coherent changes in a travel
direction of the whole group [1–9]. During this collective decision, all members
of the group are required to go through a behavioural change of state. Little is
known, however, about the mechanism that triggers these collective changes and
enables fast and robust transfer of information across the whole system. Some-
times, collective directional changes occur as a response to an external alarm
cue, such are evasive manoeuvres of animal groups under predatory attacks.
Frequently, however, they arise spontaneously from the intrinsic fluctuations in
individual behaviour [6–9]. In both of these cases, the collective change of state
usually starts from a localized spatial origin – a few individuals that are close to
each other. Once the decision to change direction is formed among the close-by
group members, it propagates through the whole system and all individuals of
the group change their direction. The ability of a group to perform such a coor-
dinated behaviour without loss of cohesion crucially depends on fast and robust
transfer of information among individuals.

In this paper, we review latest results of an experimental and theoretical
study of spontaneous collective turns in natural flocks of starlings [8–13]. Em-
ploying a recently developed tracking algorithm, we were able to reconstruct
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three-dimensional trajectories of each bird in a flock for the whole duration
of a tracking event [10]. Having these detailed data enabled us to analyse the
changes in the individual behaviour of every group member and reveal the emer-
gent dynamics of turning. First, we show that the turns start from the individ-
uals located at the elongated tips of the flocks. The information to turn then
propagates across the whole group with a linear dispersion law and negligi-
ble attenuation, therefore minimizing group decoherence. Second, we find that
birds on the tips deviate from the mean direction much more persistently than
other individuals, indicating that persistent localized fluctuations are a trigger
for collective directional switching. Moreover, our analysis reveals two crucial
ingredients which enhance the effect of such noise leading to collective changes
of state: the non-symmetric nature of interaction between individuals and the
presence of heterogeneities in the topology of the network.

2. Methods and data

2.1. Experiments

European starlings are a common site in Rome during winter, where they popu-
late several roosting sites. Shortly before sunset, while returning to their roost,
starlings form sharp-boarded flocks that perform highly synchronised manoeu-
vres while preserving strong coherence. Data on spontaneously initiated turns,
without a presence of a predator, were collected at the site of Piazza dei Cin-
quecento during winter months between 2010 and 2012. The video sequences
of turning flocks were acquired using three high–speed cameras IDT-M5 with
monochromatic CMOS sensor with resolution 2288× 1728 pixels, shooting at
170 fps. In order to obtain the 3D coordinates of individual birds in a flock we
used stereophotography, and in particular the trifocal technique with a system
of three synchronized cameras positioned at three different points of view [14].
The flocking events took place typically at a distance of 80-130m in front of the
cameras. Typical duration of the recorded events is between 1.8 and 12.9s.

2.2. Tracking

The full 3D trajectories of individual birds for the whole duration of the turn are
then reconstructed from the video acquisitions. A newly developed 3D tracking
algorithm enabled us to retrieve the 3D spatial positions of the same individual
through time using computer vision techniques. Details of the algorithm can be
found in ref. [10]. The final data set consists of 12 distinct turning events, as
reported in Table 1. A typical collective turn is shown in Figure 1a.

3. Results

3.1. Ranking

The reconstructed 3D trajectory of each individual bird i in the flock, at each time
step t, is given by its position, ri(t), velocity, vi(t), and acceleration, ai(t), where
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FIG. 1: a) Reconstructed 3D trajectories for a flock of 176 birds performing a col-
lective turn. b) The same flock shown at the start of the turn. Birds are coloured
according to their time delays ti, as indicated by the colour bar, revealing a prop-
agation of the turning information.

the latter two are calculated using a finite difference method (for details see
refs. [8, 9]). To discover the dynamics of turning, we establish a ranking of the
birds in the flock according to their turning order. We do that by looking at the
accelerations of single birds, characterized by a strong peak that signals a turn.
By comparing the accelerations curves, we obtain mutual time delays in turning
between each pairs of birds in the flock, which in turn enable us to calculate the
order and time of turning of each bird. That means that we can tell which bird
turned first, which turned second, and so on. Each bird i is then assigned a rank
Ri, and its absolute turning time ti that is equal to the turning delay with respect
to the top-ranked bird – the initiator (with delay t1 = 0). Plotting the rank Ri of
bird i as a function of its turning time delay ti gives the ranking curve R(t), see
Fig. 2a.
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FIG. 2: a) Ranking curves R(t) for several turning events: rank Ri of each bird
is plotted vs its turning delay ti – delay with respect to the first bird to turn. b)
Propagation of the turning wave in space: distance x traveled by the information
in time t. The speed of propagation, cs, is the slope of the linear regime of x(t)
for early and intermediate times (full lines). c) Prediction of the new theory that
the rescaled speed of propagation of the turn, cs/a, must be a linear function
of 1/

√
1−Φ , where Φ is the polarization, is verified by the empirical data (P-

value: P = 3.1× 10−4; correlation coefficient: R2 = 0.74). Each point represents
a different turning flock. The error bars on cs are obtained from its variability
under changing the linear fitting regime of x(t). The slope of the linear fit (red
line) is equal to 1/

√
β χ (see equation (7)).
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3.2. Start of the turn

The ranking curve gives us several important information about the turn. Its
shape indicates that turn is initiated by a small number of birds, whose reaction
times are relatively long as the turn starts. If we look at the spatial positions
of the birds within the flock in Fig. 1b, we see that the the top-ranked birds
(colored in red) are physically close to each other. Moreover, they are located
at a tip of a flock, close to one of its lateral sides along the longest elongation
axis. Once started, the information to turn then propagates from the initiating
birds in all directions, all the way to the birds on the opposite elongated tip of
the flock (colored in blue). This means that the decision to turn has a spatially
localized origin and it then propagates across the flock through a social transfer
of information from bird to bird, as indicated by the spatial modulation of the
turning wave.

3.3. Propagation of the turn

Let us first look at the propagation of the directional information travelling
through the flock. In ref. [8], the dispersion law was found from the ranking
curve R(t) by calculating how much distance x the turning information travels
in time t. The turns starts from a localized origin and travels in all directions,
therefore, x(t) = [R(t)/ρ]1/3 in three dimensions, where ρ is the density of the
flock. Figure 2b shows a clear linear regime for early and intermediate times
for all turning events, so the distance travelled by the turn grows linearly with
time, x(t) = cst. The parameter cs is the speed of propagation of the directional
information. Interestingly, it varies significantly from flock to flock (see Fig. 2b
and Table 1). It turns out that this variability can not be explained by differences
in flocks’ densities or size, as one might naively expect when thinking of a lin-
ear propagation of a sound wave. Indeed, what propagates during the turn are
fluctuations of orientation, not of density. Moreover, as shown in ref. [8], accel-
eration data show that the information to turn propagates across the flock with
negligible attenuation. In fact, it is precisely the linear and fast propagation,
together with the low damping of the signal, what prevents the loss of flock’s
cohesion during a turn.

3.4. New theory of flocking

For understanding the theoretical mechanism underlying this phenomena, let us
look at the predictions of theoretical descriptions of collective motion [15–20].
The key ingredient of almost all of these theories is the alignment dynamics.
This means that each individual tends to keep its direction of motion as close
as possible to that of its closest neighbours. In terms of velocities, the alignment
dynamics can be written as

vi(t +1) = vi(t)+ J ∑
j∈i

v j(t) , (1)

where the sum extends over all nearest neighbours j of bird i, and the noise
(temperature) term, is neglected for simplicity. We assume that the alignment
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strength J is large, so that that the system is in a deeply ordered phase, just as
natural flocks are [20]. In the following we will study the mathematical conse-
quences of the above alignment dynamics without adding other more realistic
terms, as they would not change the effects of the alignment term.

We can write the the above update rule (1) in continuous time limit as

dvi

dt
=−∂H

∂vi
, H =−J ∑

〈i j〉
vi ·v j , (2)

where H is the Hamiltonian of the system. To simplify the analysis, we note the
fact that the trajectories of birds during the turn lie on a plane (Fig. 1a and
refs. [8, 9]). This allows us to use a 2D order parameter, vi = (vx

i ,v
y
i ) = v0 eiϕi ,

where the phase ϕi is the angle between the direction of motion of bird i and
that of the flock (the more general 3d case is described in [8, 11]). Now we
make an assumption (justified by the data) that v0 is constant during the turn
and same for all the birds. Since flock is a highly ordered system, the velocities
vi differ little from the average flock’s one and ϕi � 1. Hence, we can expand
the Hamiltonian and obtain

H =
J
2 ∑
〈i j〉

(ϕi−ϕ j)
2 =

1
2

a2J
∫ d3x

a3 [∇ϕ(x, t)]2 , (3)

in the continuous space limit, where a is the average nearest neighbours dis-
tance, while J was rescaled by a term v2

0. We can now write the equation of
motion for the phase ϕ, using Hamiltonian (3),

∂ϕ

∂ t
=−δH

δϕ
= a2J ∇

2
ϕ (4)

which is a diffusion equation for the phase ϕ. This gives dispersion law ω ∼
ik2 for the change of the orientation angle, with the following consequences.
It predicts that the information to change direction travels as x ∼

√
t, and that

this is an overdamped, non-propagating mode, since the frequency is purely
imaginary. This is in complete disagreement with the empirical data on turning
flocks presented in the previous sections, where we find the linear propagation
with almost no damping.

We find that the standard theoretical description of collective motion, and
its prediction described above, have two main problems (see ref. [8, 11] for
details): i) missing conservation law – due to the invariance of the Hamilto-
nian under a uniform rotation of the velocities vi (ϕi → ϕi + δϕ ) (meaning
that all directions of flight are equivalent), the accompanying conservation law
may crucially change the dynamics, thereby affecting the dispersion law; ii) ne-
glected behavioural inertia – the fact that the social force from the neighbours,
Fs = aJ∇2ϕ, controls directly ϕ̇, rather than ϕ̈, gives rise to unreasonable dy-
namics allowed by Eq. (4), such as a bird performing a U-turn in one time step.

In refs. [8, 11], we show that both problems, missing conservation law and
neglected inertia, can be solved by an additional kinetic term in the Hamiltonian,
s2

z (x, t)/2χ. Here sz is the momentum conjugated to phase ϕ that generates rota-
tions around the z-axis parameterized by ϕ, while χ is the generalized moment
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of behavioural inertia – resistance of a bird to change its radius of curvature
when a social force is exerted by its neighbours [8]. The new Hamiltonian then
reads

H =
∫ d3x

a3

{
1
2

a2J [∇ϕ(x, t)]2 +
s2

z (x, t)
2χ

}
. (5)

There are strong biological justifications for introducing the additional kinetic
term in this particular way. It has previously been observed [21], and recently
proved [8, 9, 11, 22], that birds in a flock make an equal-radius turn, rather
than parallel-path turn, typical of solid bodies, as it keeps the speed v0 con-
stant through the flock. This exactly corresponds to the rotation of the velocity
vectors parametrized by phase ϕ as described by the Hamiltonian (5).

Hamiltonian (5), through its canonical equations for the variables (ϕ,sz),
gives rise to a continuity equation: ∂ sz/∂ t−∇ ·jz = 0. Here, jz(x, t)= a2J ∇ϕ(x, t) is
the conserved current which transports the spin sz in the form of the fluctuations
of the phase ϕ. It is precisely this transport of the intrinsic spin of the bird,
sz, which is equivalent to the inverse radius of curvature of its trajectory (as
shown in [8]), that gives rise to the collective turn. Due to conservation of the
total spin in the system, when a strong misalignment among the group members
forms at some point in the flock, this local excess of curvature (i.e. spin) must be
transported away, as it can not be dissipated out locally. This mechanism gives
rise to a propagating mode–an undamped spin wave–given by the D’Alembert’s
equation

∂ 2ϕ

∂ t2 − c2
s ∇

2
ϕ = 0 , c2

s = a2J/χ . (6)

This relation describes turning waves with the linear dispersion relation ω = csk,
that propagate with speed cs and no damping. In terms of the distance x traveled
by the wave in time t, the dispersion relation can be written as x = cst. This
exactly describes the linear and undamped propagation of the directional change
across the flock as observed in the experiments.

Interestingly, the new theory for the collective motion described above not
only provides an explanation for the linear and undamped propagation observed
in turning flocks, but it also makes a prediction that is able to explain the vari-
ability of the speed cs observed in the data (section 3.3). The speed of prop-
agating phase fluctuations depends on the strength of the alignment between
the spins, J, as c2

s = a2J/χ. While we can not experimentally measure the cou-
pling J, we can determine the polarization, Φ = |(1/N)∑i vi/vi|, that measures
the degree of order (alignment) in the system. It turns out that, for small phase
fluctuations, polarization is a function of the coupling J and the noise level β :
Φ(J,β ) = 1− 1/(βJ), where 1/β is the temperature (see ref.[20]). This means
that the speed of information transfer in turning flocks depends on the polariza-
tion as

cs =
1√
β χ

a√
1−Φ

. (7)

Therefore, at fixed noise level β , the speed of propagation of the turn across
a flock must be larger the larger the degree of alignment Φ in that flock. In
Fig. 2c, we show cs/a vs. 1/

√
1−Φ for all analyzed flocks and the data, indeed,
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show a clear linear dependence, in agreement with equation (7). Furthermore,
relation (7) between polarization and swift collective decision-making might be
the reason behind the strong ordering observed in living system.

3.5. Trigger of spontaneous turns

As discussed in section 3.2, the turns we are studying have all started from a
spatially localized origin close to the border, before they propagated across the
whole flock. Moreover, they initiated without any change in the external envi-
ronment (no close-by predator, no obvious sound or other perturbation). It has
already been shown in experiments (e.g., locusts [6] and fish schools in labo-
ratory tanks [7]) that collective directional switching can be triggered sponta-
neously from the intrinsic fluctuations in the individual behaviour. Indeed, dur-
ing starlings aerial display, flocks keep changing their direction of motion even
in the absence of predators or obstacles. In ref. [9], by looking at the fluctuations
in the individual motion from the global flock’s direction prior to the turn, we
find that the turn is triggered by the presence of the repeated deviations from
the average motion. In fact, the closer a bird is to an elongated tip of the flock,
the more persistently it deviates from an average motion. This can be explained
by different boundary conditions that individuals at different locations can ex-
perience. While birds in the bulk are surrounded by many neighbours and are
protected from the external perturbations, the ones at the border, and in partic-
ular at the tips of the flock, can move freely towards the empty space around,
experiencing an unbalanced social force by the neighbours. These are the fac-
tors that can contribute to individual deviations, increasing the probability of a
coherent deviation of a few individuals from the common flight direction, which
may, in turn, trigger a spontaneous collective swing.

Finally, it is not yet clear the role of the underlying structure of the com-
munication network in these events. In order to understand deeper what makes
the initiators of the turn special and whether we can actually predict a turn
before it actually occurs, we performed a theoretical study, motivated by our
experimental findings, which sheds some light on the origin of frequent spon-
taneous changes of direction in biological groups [13]. We find that the causes
of high sensitivity to fluctuations in these systems, compared to their physical
analogues (systems exhibiting ordering phenomena, e.g. ferromagnets), are: the
non-symmetric nature of interactions between individuals, and the presence of
local heterogeneities in the topology of the network. These crucial ingredients in
the living systems we are considering enhance the effect of noise, leading to col-
lective changes of state on finite time-scales and out-of-equilibrium behaviour.
In many biological instances of collective behaviour, non-symmetric interactions
and network heterogeneities occur naturally, since the individuals coordinate
with each other in a non-reciprocal way and the local connectivity is different
at the boundary and in the bulk. Analysis presented in ref.[13], therefore, ex-
plains why such systems are sensitive to fluctuations that typically build up at
the boundary, as observed in experiments (e.g., wild flocks [8] , fish schools [7]).
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TABLE 1: Data for the analyzed turning events: number of birds in the flock N;
polarization Φ = |(1/N)∑i vi/vi|; speed of propagation of the information, cs,
found by fitting the linear regime of the propagation curve, x(t), with the error
obtained from its variability under changing the linear fitting time interval of
x(t)

EVENT N Φ cs (ms−1)
E1 176 0.806 20.20±0.25
E2 125 0.959 42.64±0.97
E3 50 0.866 32.38±1.68
E4 154 0.940 38.46±1.47
E5 384 0.801 22.74±0.71
E6 502 0.841 23.86±2.45

EVENT N Φ cs (ms−1)
E7 139 0.890 37.32±3.42
E8 404 0.854 37.70±1.63
E9 139 0.808 35.40±0.48

E10 197 0.907 27.54±1.01
E11 133 0.793 18.82±1.55
E12 595 0.757 21.96±2.71
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Abstract. Finding repeat sequences in nucleic acids and proteins is of
great importance in biology. A number of tools are able to efficiently ex-
tract these sequences. If we search for repeated sequences in a completely
random computer-generated sequence of any meaningful length we will
still find a large number of matches. We developed a method for efficiently
estimating the probability of a group of found repeated sequences being
randomly occurring, and an accompanying program that finds and then
filters the found repeated sequences based on the given probability thresh-
old. What makes our method different from existing ones is that we dont
group the results by repeat length only but also by number of occurrences.
Even short repeated sequences that happen many times may be statisti-
cally significant, or longer repeated sequences occurring just a few times
may not be. For the large number of repeated sequences that can be found
in a genome if the minimal sequence length is relatively low, our method
provides a significant gain in performance and quality of results compared
to outputting all the found sequences. The method can be applied to both
nucleic acids and protein sequences. We have found that, as previously
expected, longer repeated sequences mostly have higher probability that
they are statistically significant, but also counterintuitively that for some
viruses, for example, shorter repeated sequences are more important than
the longer ones.

Keywords: repeat sequences, DNA, protein sequences, statistical filtering

1. Introduction

Finding repeat sequences in nucleic acids and proteins is of great importance
in biology and a number of tools are able to efficiently extract these sequences,
such as Reputer [5], Repex [4], Repseek [3]. Some of these tools work as heuris-
tics while some find all repeat sequences. If a completely random computer-
generated sequence of any meaningful length is searched for repeats, a large
number of repeats would still be found. Extracting all repeats from a genome
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will find a mixture of repeats that are important for its function and organiza-
tion and randomly occurring repeats that are effectively noise. We developed
a method for efficiently estimating the probability of a group of found repeats
being randomly occurring, and an accompanying program that finds and then
filters the found repeated sequences based on the given probability threshold.
What makes our method different from existing ones is that we don’t group the
results by repeat length only but also by number of occurrences. Even short re-
peats that happen many times may be statistically significant, or longer repeats
occurring just a few times may not be.

1.1. Definitions of repeat types

Repeat sequence is a pair of substrings in the input sequence that satisfies some
conditions. Depending on conditions, we have four types of repeat sequences:
direct, inverse and both of these kinds can be complementary or non- comple-
mentary repeat sequences or we can just call them repeats.
Direct repeat is a pair of two identical substrings on different positions in the
input sequence including overlapping substrings.

Example: .....ACTG......ACTG....

Complementary direct repeat is a pair of two substrings on different positions
in the input sequence and every letter in one substring can be obtained by map-
ping from the letter on the same position in the other substring. (the mapping is
defined as a function, for example in DNA the mapping is a-t and c-g)

Example: .....ACTG......TGAC....

Inverse non-complementary repeat is a pair of substrings in the input sequence
so that one substring in the pair can be obtained by reading backwards the other
substring in the pair. (they can be on the same position in input sequence so they
include words that are palindromes)

Example: .....ACTG......GTCA....

Inverse complementary repeat is a pair of substrings where one substring can
be obtained from the other by reading backwards while using the mapping de-
fined for complements.

Example: .....ACTG......CAGT....

In literature these repeat types are also known as mirror repeats, everted, in-
verted repeats etc. As we can see in the first example ACTG is a direct repeat of
length four which contains a shorter repeat for example of length two CT, so we
define maximal repeats of all four kinds of repeats as a repeat that can not be
extended to a longer repeat. In cases of direct non-complementary repeats that
means that the letters on the left of the substrings and the letters on the right
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of the substring are not the same (similar for complementary direct repeats). In
case of inverse non-complementary the letter on the left side of one repeat is not
equal to the letter on the right side of the other substring and vice versa (similar
for inverse complementary repeats).

FIG. 1: Letters that should differ in case of direct and inverse non complemenatry
repeats are in red colour

2. Methods

Our primary assumption is that a shorter repeat occurring a large number of
times can be statistically significant and a longer repeat occurring just a few
times may not be. According to this assumption we calculate the expected num-
ber of appearance of a repeat length l occurring exactly k times. We calculate
this by using different distributions, first calculating the probability of a word
of certain length occurring k times. Although the events of a word occurring on
different positions in input sequence are not independent events this is done by
using Poisson distribution

Ps(k) = e−λ · λ
k

k!
(1)

or Normal distribution [2]

Ps(k) = N(λ ,λ − ((2k−1)N−3k2 +4k−1)
1

c2k
) (2)

depending on the word frequency, where

λ =
N− `+1

c`
, (3)

for N- sequence length, c- alphabet cardinality, `- word length. These formulas
hold for non-overlapping words. For overlapping words, whom then tend to
occur in clumps Compound Poisson distribution [1] is used

P(k) = e−λ
k

∑
i=1

λ i

i!

(
k−1
i−1

)
pk−i(1− p)i (4)
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or normal distribution [2] if word occurrences are not rare

P(k) = N(λ ,λ − ((2k−1)N−3k2 +4k−1)
1

c2k
+2

k−1

∑
j=1

(N−2k+ j+1)ξ j
1

c2k− j ) (5)

where ξ j = 1 . Overlapping words occur rarely comparing to non-overlapping
words so it shows that they can be omitted.
Using these calculations we calculate the expected number of repeats with length
l occurring k times. First we calculate the expected number of pairs and then
multiply it with probability that of all pairs kl them are maximal repeats.

2.1. Direct non-complementary repeats

In the case of direct repeats non-complementary repeats the pair of substrings
that make the repeat are identical. Let Pmax(n,kl) denote the probability that
among z pairs, kl of them are maximal. The expected number of lexicographically
different repeats (maximal pairs) that occur kl times for direct non-complementary
repeats of length l can be calculated as follows:

Edn(kl) =
∞

∑
i=n

Ps(i) ·Pmax(i,kl) · cl (6)

where n is the minimal value that satisfies inequality kl ≤
(n

2

)
.

2.2. Direct complemenatary repeats

In the case of complementary repeats the pair of substrings that makes the repeat
are different substrings.

Ppairs(z) = ∑
m∈div(z)

Ps(m) ·Ps(
z
m
) (7)

where div(z) represents all divisors of z. If P(m, z
m ,kl) denotes the probability that

kl pairs from z pairs are maximal, then the expected number of lexicographically
different repeats (maximal pairs) that occur kl times for complementary repeats
of length l can be calculated using the following formulae:

Edc(kl) =
∞

∑
i=kl

∑
m∈div(i)

Ps(m) ·Ps(
i
m
) ·P(m,

i
m
,kl) · cl (8)

2.3. Inverse non-complemenatary repeats

In the case of inverse non-complementary repeats, the pair of substrings that
create the repeat are different strings, except in the case of strings that are
palindromes themselves. From n substrings that are palindromes themselves
z =

(n
2

)
+ n pairs can be made. Let P(n,kl) denote the probability that from z

76 BelBI2016, Belgrade, June 2016.



Filtering of repeat sequences

pairs, kl of them are maximal. The expected number of lexicographically differ-
ent repeats (maximal pairs) that occur kl times for inverse non-complementary
repeats of length l, is

Epal(kl) =
∞

∑
i=n

Ps(i) ·P(i,kl) · cd
l
2 e (9)

where n is the minimal value that satisfies the inequality kl ≤
(n

2

)
+ n. Adding

the expected number for strings that are palindromes themselves to the ex-
pected number for other strings, we found that the expected number of lexi-
cographically different repeats (maximal pairs) that occur kl times for inverse
non-complementary repeats of length l is

Ein(kl) = Edc(kl) · (1− cd
l
2 e−l)+Epal(kl) (10)

2.4. Inverse complemenatary repeats

In the case of inverse complementary repeats, the pair of substrings that create
the repeat are different strings, except in the case of strings that are palindromes
themselves. As only strings with even length can be palindromes themselves
we use the calculation for inverse non-complementary repeats for repeats with
even length and for repeats with odd length we use the calculation for direct
complementary repeats.

3. Method implementation

The method implementation has four phases: finding all maximal repeats in an
input sequence, calculating the expected number of their occurrence, determin-
ing which of the found repeats are statistically significant and outputting the
statistically significant repeats. For first phase we used a slightly modified div-
sufsort algorithm [6], based on suffix arrays. Calculation of the expected num-
ber of repeat occurance is performed as previously described. After comparing
the calculated confidence bound filtered repeats are outputted in different ways
(console, file output or ODBC-compliant database).

3.1. Experimenatl verification of results

As mentioned, all previous calculations are aproximations, so we compared cal-
culated values with repeat counts in randomly generated sequences of same
length and cardinality as in input sequence. In Figure 2 we present compari-
son for results that were found in 1000 randomly generated sequence of length
30000 and calculated expected number of repeats in case of direct complemen-
tary repeats length 6. As we can see the the error is relatively low so we can
conclude that the approximations are satisfactory. In Figure 3 we present com-
parison for results that were found in 1000 randomly generated sequence of
length 30000 and calculated expected number of repeats in case of direct com-
plementary repeats length 6. Similary the error is relatively low.
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FIG. 2: Results for direct complementary repeats of length 6.The blue bars
present the expected number and orange bars present the found number of re-
peats. On x axes are repeat counts and on left y axis are number of their oc-
currences. The green line presents the differences between expected and found
values in percentage.

FIG. 3: Comparasion for direct non-complementary repeats of length 8.The or-
ange bars present the found number and blue bars present the expected number
of repeats. On x axes are repeat counts and on left y axis are number of their oc-
currences. The green line presents the differences between expected and found
values in percentage.
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4. Results

TABLE 1: Statistically sigificant direct complementary repeats for Zaire
Ebolavirus (AY354458.1)

length all repeats statisticaly significant filtering survival
7 7368 3371 46 %
8 1835 843 46 %
9 499 496 99%
10 107 0 0%
11 23 2 1 %
12 6 0 0 %
13 2 0 0 %
14 1 0 0 %

We used the method on different genomes and found some interesting re-
sults. One example is Zaire ebolavirus where we searched for direct complemen-
tary repeats and the results are shown in table 1. What is interesting is that
longer repeats have lower filtering survival then shorter repeats, which is coun-
terintuitive. Starting from some length all found repeats would be statistically
significant but this virus does not have repeats that long. Often finding repeats
is just the first step in research and sometimes the limit for repeat length is de-
termined arbitrary, expecting that longer repeats are certainly more statistically
significant that shorter ones. This example shows that it is not always the case.

On figure 4 we can see results for the same virus, looking just at repeats of
length 6. For every expected number we calculate, given the p value, the bound
over witch repeat would be statistically significant. P value in this case is 0.05.

TABLE 2: Statistically sigificant direct non-complementary repeats for Tobacco
mosaic virus (NC 001367.1)

length all repeats statisticaly significant filtering survival
5 13167 5680 43 %
6 3501 1199 34 %
7 926 427 46 %
8 259 259 100 %
9 75 75 100%
10 18 18 100%
11 7 7 100 %
12 1 0 0 %
14 1 1 100 %

Cases like this are not very often. As we expect most of repeats found are
statistically significant, which is expected as they for sure mostly present impor-
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FIG. 4: Comparation of expected and found number of repeats of length 6 for
AY354458.1. Orange bars present count of found repeats and blue bars present
the expected number that we calculated, that would occur in a randomly gen-
erated sequence of same length and alphabet cardinality as the virus itself. The
green line presents the bound calculated from expected number, above which
repeats are considered statistically significant.

tant signals. In table 2 we se that the majority of longer repeats are statistically
significant in case of Tobacco mosaic, direct non-complementary repeats.

5. Conclusion

For the large number of repeated sequences that can be found in a genome if the
minimal repeat length is relatively low, our method provides a significant gain
in performance and quality of results compared to outputting all the found se-
quences. The method can be applied to both nucleic acids and protein sequences.
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Abstract. The action of microRNAs (miRs) as post-transcriptional regula-
tors of gene expression is being recognized as one of the critical processes
that affect type 2 diabetes (T2D) progression. The cell–cell signaling via
paracrine or even endocrine routes is mediated by miRs released from
human tissue. Therefore, the aim of our study was to bioinformatically
predict the miRs from microarray gene expression analysis of the whole
blood that play role in the pancreas β cell functioning in human T2D.
We have demonstrated that gene expression signatures identified in the
whole blood correspond to the miR expression changes specific for the
pancreas tissue during the insulin resistance. Further experimental studies
should follow in order to characterize described effects as early prognostic
biomarkers of insulin resistance and T2D.

Keywords: type 2 diabetes, microRNA, microarray gene expression, bioinfor-
matic integrative approach

1. Introduction

Type 2 diabetes (T2D) is a complex disease generally characterized by insulin re-
sistance and increased hepatic glucose production. The rapidly increasing preva-
lence of T2D is motivating the intensive search for biomarkers of the disease
as well as novel therapeutic targets. The action of microRNAs (miRs) as post-
transcriptional regulators of gene expression is being recognized as one of the
critical processes that affect T2D progression. Therefore, these small, non-coding
RNAs, that regulate gene expression by predominantly promoting the degrada-
tion of mRNA [1], exhibit great biomarker and therapeutic potential [2]. Also,
it was described that all human cells can release miRs, which mediate cell–cell
signaling via paracrine or even endocrine routes [3].

Recently, microarray whole genome expression data and miR target predictions
from multiple prediction algorithms was linked using a multivariate statistical
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technique called Co-Inertia analysis (CIA) in order to predict miR activity and
to associate specific miRs with different diseases [4–6]. The studies have shown
that CIA method does provide good quality predictions of miR activity [4–6].
It was suggested that CIA has complementarity with other previously described
prediction approaches [7] thus could offer the prediction of miRs unidentified
by others. So far, this integrative approach was not used for the analysis of cir-
culating miRs that may originate from pancreatic tissue in T2D. Therefore, the
aim of our study was to bioinformatically predict the miRs from microarray gene
expression analysis of the whole blood that play role in the pancreas β cell func-
tioning in human T2D.

2. Materials and Methods

2.1. Gene expression data

The gene expression data set used in our study was downloaded from http://www.-
ncbi.nlm.nih.gov/geo/ (Gene Expression Omnibus database), accession num-
ber: GSE26168 [8]. The total mRNA expression of whole blood from T2D pa-
tients and healthy controls was profiled on Illumina HumanRef-8 v3.0 expression
beadchip. The data was initially background subtracted and quantile normaliza-
tion was performed prior the analysis.

2.2. Co-Inertia analysis

CIA was used to link microarray gene expression data (8 T2D patients and 8
controls) and miR target predictions from multiple prediction algorithms to as-
sociate specific miR activity with T2D. This multivariate statistical technique si-
multaneously analyzes two connected data tables. The tables are treated as two
sets of measurements on the same objects, genes. One of the tables is the mRNA
gene expression table of g genes from n samples and the other displays predicted
target counts of all miRs for the same g genes. Non-symmetric correspondence
analysis was used as ordination method of CIA, which summarizes each data ta-
ble in a low dimensional space by projecting the samples onto axes which maxi-
mize the variances of the coordinates of the projected points. CIA performs two
simultaneous NSCs on the two linked tables, and identifies pairs of axes, from
the two datasets which are maximally covariant. This unsupervised method was
used for visual inspection of the data only. By further use of Between Group
Analysis (BGA) [9], which forces an ordination to be carried out on groups of
samples rather than individual samples, CIA was directed to find the maximum
co-variance between the gene expression difference between groups of samples
and the miR-gene target frequency tables [4]. For the specified split in the data
that contrasts T2D and control samples, we received a ranked list of miR mo-
tifs. CIA generates as many miR rank lists as target prediction algorithms used.
The most extreme values of the ranking lists (top 20 and last 20) were used for
the prediction of upregulated and downregulated miRs in T2D. Lists were com-
bined using consistency among the methods, according to previous study [4].
The complete analysis was performed by the MADE4 R package [10].
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2.3. miR target prediction

Five sequence based miR target prediction algorithms were used for CIA: Tar-
getScan and TargetScanS, PicTar4way and Pictar5way, and miRanda accord-
ing to Madden et al [4]. Each of these sequence based prediction algorithms
utilizes the complementarity of mRNA target site with the miR seed and the
cross species conservation in their predictions. The miR target prediction data
for CIA input, extracted from these databases, was organized in gene/miR fre-
quency tables of counts of predicted targets per gene for each of the algorithm.
The gene/miR frequency tables for sequence based predictions originated from
the TargetScan website http://www.targetscan.org/ (version 4.1), the UCSC
genome browser tract for pictar4way and pictar5way http://genome.ucsc.edu/,
and from miRBase for miRanda (http://microrna.sanger.ac.uk/sequences/). The
gene/miR frequency tables were provided by the authors [4].

3. Results

CIA was firstly used in unsupervised manner for the purpose of data exploration.
Figure 1 shows an example of unsupervised analysis of CIA using Pictar4Way
target prediction program. The plot is in 2 parts and depicts a correspondence
analysis of T2D patients and control samples and miRs associated with the gene
expression pattern characteristic for the two groups of samples. The observed
split in the data shows clear difference between the gene expression profiles of
the analyzed groups (Figure 1). The CIA performed in conjunction with corre-
spondence analysis and between group analysis produced five ranked lists of
miRs associated with specific gene expression profile in T2D. Using consistency
among methods, we characterized potentially upregulated and downregulated
circulating miRs responsible for the whole blood gene expression template in
T2D (data not shown).

Clear clustering of T2D samples and controls shown in Fig. 1. depict homoge-
neous genome expression from whole blood (from microarray experiment) in
T2D patients and different from control samples. This makes data suitable for
further, supervised CIA. Our preliminary results indicate successful prediction
of miRs from blood and applicability of our approach to select T2D associated
miRs, as potentially new molecular biomarkers for this disease.

By inspecting the supervised CIA results, along with literature mining, we dis-
covered that two of the highly ranked miRs (Table 1) present important factors
in pancreas β cell proliferation in response to hyperglycemia and insulin resis-
tance which is the hallmark of T2D.

4. Discussion and conclusion

Blood miRs expression patterns have been reported for various human diseases
with disease specific signatures [11]. In one of the first studies, it was shown by
sequencing that patients with T2D have a significantly altered expression profile
of serum miRs [12]. This approach was also favored in the detection of miRs in
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FIG. 1: Axes of the unsupervised CIA performed on the whole genome gene
expression data of T2D patients and controls. The gene/miR frequency table
generated with Pictar4Way was used to make this figure. a) shows the projection
of T2D and control samples, b) shows the projection of the miRs associated with
different groups of samples.

TABLE 1: The ranking of the selected miRs according to CIA performed on 5
prediction algorithms

miR P4W P5W TS TSS Miranda Predicted regulation in T2D
miR-375 6 - 11 2 - UP
miR-184 8 1 17 7 - DOWN
P4W Pictar4Way; P5W Pictar5Way; TS TargetScan; TSS TargetScanS

blood and other body fluids of T2D patients [8, 13–15].

Using bioinformatical approach that combines microarray gene expression and
miR target prediction from multiple prediction algorithms, we have associated
specific circulating miRs with T2D. In this study, we have focused on the two
of the most noteworthy miRs, functionally associated in a network within the
miR pathway that coordinately regulates the compensatory proliferation of the
pancreatic β cells in T2D.

The miR-184 is unique in pancreatic islets as the most downregulated miR dur-
ing insulin resistance [16]. It was described that miR-184 acts as an inhibitor
of Ago2 [16]. Increased expression of Ago2 facilitates the function of already
upregulated miR-375 in suppressing genes, including growth suppressor Cadm1
in vivo, thus inducing the proliferation of β cells and accommodation of the
elevated demand for insulin [16]. Therefore, the miR-184 mir-375 network
presents the essential component of the compensatory response that regulates
proliferation of β cells regarding insulin sensitivity and metabolic stress [16].

The most important finding of our study is that the whole blood gene expression
signatures reflects the miR expression changes specific for the pancreas tissue
during the insulin resistance. This is the first bioinformatical study showing that
tissue-released miRs affect the whole blood gene expression in T2D. Although
there is still a debate about the hormone-like effect of extracellular miR in the
blood [3], the results of our study suggest that certain circulating miRs could be
systemic biomarkers of pancreatic tissue changes in T2D. The results of our pre-
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dictions are also in agreement with microarray expression results of circulating
miRs in T2D [8].

The obtained results represent the data of great importance for understanding
of complexity of miR nature. Also, here we demonstrate the crucial need of
bioinformatical integrative concepts in further research of molecular processes
of T2D. Finally, further experimental studies should follow in order to charac-
terize described effects as early prognostic biomarkers of insulin resistance and
T2D.
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Abstract. We present a computational model of visual word recognition.
The model is biologically inspired, incorporating plausible cortical dynam-
ics, thus adding to previous studies, which have used connectionist or
’box-and-arrow’ type models. We begin by exploring several methods to
represent the letter identities in an artificial neural network, and to iden-
tify the method that best agrees with experimental findings and compu-
tational constraints. In the self-organization process of a multilayer neural
network, letter-identity and letter-position representations are further pro-
cessed to create word representations. These correspond to word memo-
ries in an orthographic lexicon, as described in neuropsychological mod-
els, and function as attractors of the neural network. Simulations present
normal reading by the network in the absence of noise or deficits. When
noise or deficits are introduced, the network presents failures such as let-
ter transposition or letter substitution, which are similar to those made by
dyslexics with letter-position dyslexia and letter-identity dyslexia, respec-
tively.

Keywords: Reading, attractor neural networks, dyslexia

1. Introduction

Reading is a complex skill. It requires the brain to perform multiple processes
such as graphical pattern recognition, extraction of meaning, word production
and more, all in parallel and in strikingly short time. The first stages of the
process of reading include the encoding of letter identities, letter position pro-
cessing, and the composition of letters into words. Neuropsychological studies
have shown that these functions can be selectively impaired and give rise to spe-
cific dyslexias [7]. Most importantly for the current study, a dyslexia has been
identified in which letter position encoding is impaired [3, 4, 6]. Several compu-
tational models for visual word recognition (VWR) have been proposed in the
literature [8, for a review]. Although insightful and comprehensive, these mod-
els shed little light on how the brain performs these tasks. We hereby present
a model that brings cognitive models together with plausible brain dynamics.
These are modeled in an attractor dynamics network consisting of graded-response
neurons with threshold-linear activation function [9]. The model addresses the
question of how these processes are executed at the neuronal level, including
possible failures in processing, due to noise or deficits.
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2. The model

2.1. Letter representations

This section investigates the very first stage of reading, from the printed word to
the level of letter representation. The activation created by a printed-letter input
in an early visual stage is modeled by ascribing a list of factors to a letter from
all possible graphical features in a letter (figure 1A). Factors create in turn acti-
vation in a higher layer, which we name the letter layer. Letter representations
are then used to compose written words at the orthographic lexicon.

FIG. 1: (A) Example of visual factors in the representation of a Hebrew letter. (B)
Letter similarity among all letter pairs in Hebrew as judged by Hebrew readers.
Scores are between 1 and 10. (C) Multidimensional scaling of all 27 Hebrew
letters.

In order to reduce interference in memory retrieval between words in the
lexicon, letter representations should be as little correlated as possible. We ex-
amine and compare several methods for the generation of letter representation
in this early stage of reading. All methods are taken to be simple abstractions of
possible neuronal processes in the brain:

Constituting factors This method assumes a two-layer architecture: a factor- and
a letter-representation layer. Each feature in the graphical form of a letter is
represented in the model as a unit in the factor layer. Letters that have same
features will hence share the corresponding active-units. Each unit in the factor
layer creates in turn activation in a predefined random subset of units in the
letter layer.

Renormalization As in the first method, each printed-letter input creates activa-
tion in a factor layer. In this case however, the contribution of each factor to the
final representation is increased by a factor that is inversely proportional to its
appearance in other letters. Salient features will therefore have higher weight in
the final letter representation. In addition, a competition between neighboring
features occurs, leaving in that neighborhood only features that are most salient.

Intermediate sub-network layer A third layer between the factor and letter layers
is added. This layer is composed of several sub-networks; each sub-network cor-
responds to a receptive-field (RF), which is a surrounding of neighboring cells.
The size of the RF is a parameter of the model. The optimal value of this pa-
rameter will be investigated below. Each factor is connected to a random subset
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of units in the sub-network layer. The size of this subset (UPF units per fac-
tor) is another parameter of the model later to be determined. The connections
between the sub-network layer and letter representation layer are set in the fol-
lowing way: each weight between a unit in the sub-network layer and the rep-
resentation layer is inversely proportional to the accumulated activation in that
sub-network unit across all letters. That is, popular units in the sub-network are
less dominant in the final pattern of activation. Therefore, similar to the second
method, salient features have higher weight in the letter representation than
features with high occurrence.

Figure 2 presents correlation matrices for the 27 letters in the Hebrew alpha-
bet for the three methods. For each correlation matrix (top), a corresponding
full-cue retrieval test is presented along with (bottom). A full-cue test is done
by presenting the network with a full-cue of the printed letter and counting
the number of times successful retrieval occurs. Results show that low values of
the correlations matrix correspond to high full-cue retrieval performance, and
that the intermediate sub-network layer method achieves best performance. We
therefore focus on this method in what follows.

FIG. 2: Correlation matrices and full-cue retrieval test results for the three
methods. (A) Constituting factors (B) Renormalization (C) Sub-network Layer
(RF=1, UPF=100).

Note, however, that in addition to low correlations between letter representa-
tions, we require that similarity between these representations will correspond
to letter similarity as judged by readers. That is, taking in consideration both
these constraints, letter representations cannot be completely orthogonal. Fig-
ure 1B presents average similarities between letters as judged by 30 subjects. In
this test, subjects were asked to judge similarities among all letter pairs in the
Hebrew alphabet. We use this data to determine the optimal model parameters
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by choosing the values that: (a) maximize the correlation between letter simi-
larities according to the model and the experimental data; and (b) minimize the
mean correlation between letter representations of the model.

2.2. Word representations and the learning stage of the network

A full description of the composition of words from letters is beyond the scope of
this report. The process of composition is done in two steps. First, for each serial
letter, letter identity and position are composed together. This is done through a
competition process between letter-identity and letter-position activations. Next,
all resulting letter-in-their-position representations are composed together. This
is done by a similar competitive process, eventually creating the desired word-
representation. Importantly, units that encode letter position are the same units
that encode letter identity, which is presumably the case in the brain.

The final word representations undergo a follow-up self-organization pro-
cess, which reduces redundant correlations between the representations. In this
process, a multilayer neural network, endowed with Hebbian learning and synap-
tic scaling, is repeatedly presented with word patterns in a random order. The
resulting word representations are finally stored in the final layer of the network,
which we name the word layer, and function as its attractor states.

2.3. Architecture and dynamics

The complete architecture of the model is a multilayer network, starting at the
factor layer and ending at the word layer. Units in the network are graded-
response neurons, that is, a positive continuous variable Vi that is proportional
to the activity of the neuron is assigned to every unit. This is in accordance with
an interpretation of Vi as mean firing-rates.

The updating of the network assumes a threshold-linear activation function:
V (t) = g(h(t)− θ)θ(h(t)− θ), where h(t) is the local field, which in the word
layer amounts to summation over all excitatory inputs: hi =Vinput +∑ j Wi jVj; θ is
the threshold below which there is no output; g is a gain factor; and Wi j are the
synaptic weights as defined below. Each update step is followed by a competitive
process which brings the sparseness of the network to a constant value. The
sparseness a is defined as: a = (∑i Vi/N)2

∑i V 2
i /N

, which in the limit of the binary case is

equivalent to the fraction of active units. We set this value to a = 0.25, which
is in the range of plausible cortical values. This competitive process represents
inhibitory feedback regulation on the activation of the network, and it operates
by adjusting the threshold and gain parameters of the threshold-linear activation
function.

Connections between neurons at the word layer are according to a covariance
Hebbian rule: Wi j =

1
a ∑µ ξ

µ

i (ξ
µ

j − ξ̄ ), where ξ µ is the µ ’th word pattern, and ξ̄

is the mean across all words.
After the learning stage described above is over, new words can be presented

to the network. Activations created by the printed word flow from the factor
layer, in a feed forward manner, to the word layer, finally converging according
to the above dynamics. The resulting pattern can then be compared to the stored
memory patterns in the lexicon.
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Since similarities among letter identities and among letter positions are in-
corporated in the model, the network exhibits several phenomena: under noise
conditions, a printed-word input can cause the network to converge to an incor-
rect attractor, which corresponds to the printed-word with transposed positions
of letters, or to a word in which one letter is replaced by a similar one. These
phenomena are dependent on the amount of noise and deficits presented to
the network, and correspond to errors as described in dyslexia [3, 1, 5]. Further
work is required to compare error statistics of the network to those found in
reading test results.

3. Summary

We have presented a biologically-inspired computational model of visual word
recognition. We have explored several methods for the representations of letter
identity. The method that achieved best performance was that of adding an in-
termediate layer with sub-networks, which correspond to visual receptive fields.
The optimal parameter values of this method were determined by two con-
straints: (a) low correlations between letter representations (to improve memory
capacity of the neural network); and (b) high correlation between similarity re-
lations among letter representations in the model, and those found in behavioral
tests. Simulations in the absence of noise or deficits show almost perfect retrieval
of word memories. When noise or deficits are presented, the network exhibits
reading errors such as letter transposition or substitution, similarly to dyslexics.
A full report of the results of the simulations will be presented elsewhere.
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Abstract. In the present work we prime the notion that DNA is an infor-
mation processing system, receiving registering transferring information.
In the pursuit of an inherent logic in DNA functioning, we explore the pos-
sibility that quantum logic might serve this purpose. We use the quantum
formalism to describe the DNA dynamics and as a byproduct we obtain the
DNA vacuum. The DNA vacuum, in clear analogy to the quantum vacuum,
is a collection of virtual DNA bases. An essential aspect of the DNA func-
tioning is the complementarity relation R, which binds the pairs AT, GC,
and generates the replication process. Further in an effort to codify DNA,
we introduce Gdels numbering for a DNA strand, assigning a specific natu-
ral number to each individual strand. This numbering allows a quantitative
measure of the difference among the various DNA strands. Considering
also that the four DNA bases constitute an “alphabet”, we may assume the
task to examine if DNA is a “language”.

1. Introduction

Considering the entire evolution, from cosmology, through biology, to lan-
guage, we gather that biology verges on natural sciences and linguistics. Natural
sciences (physics, chemistry) prime the notion of structure. There are elemen-
tary constituents, the “atoms”. The “atoms” through interactions, get composed
to give larger structures (from quarks, to protons and neutrons, nuclei, atoms,
molecules, stars, galaxies). Linguistics primes the notion of information. It intro-
duces the “sign”, or the “word”, which denotes and refers to another object.

We expect that biology shares features from both forms of knowledge, natu-
ral sciences and linguistics. Indeed in biology we encounter the biological atoms,
the four nucleotide molecules (adenine, guanine, cytosine and thymine). Further
the four nucleotides get composed to form larger structures, the DNA sequences,
amino acids, proteins. From another point of view the four nucleotides may be
considered as not simply the constituents of biological structures, but as the
“letters” of a language. These “letters” give rise to biological “words”, “phrases”,
“sentences”. The biological “words” or “phrases” act like signs, receiving regis-
tering transferring information, executing specific functions, favoring or disfa-
voring a biological process. It is an open and a highly interesting question if the
biological “text” follows an internal logic, or a syntax.

In the present work, in the search of a biological syntax, we would like to
explore the possibility that quantum logic might be related to the internal log-
ical functioning of DNA. Most of the scientific edifice relies on Aristotles logic
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(with the law of excluded third: it is either A or its opposite ¬ A). Quantum Me-
chanics though, defies common sense and common logic. In ref. [1, 2] we have
suggested that the relational logic of C. S. Peirce [3, 4] may serve as the concep-
tual foundation of quantum mechanics and string theory. Within relational logic,
relation is the primary irreducible datum and everything is expressed in terms of
relations. We are led to reorient our thinking and consider that things have no
meaning in themselves, and that only the correlations between them are “real”.
Few examples of relations Ri j might be indicative: the transition from a state j
to a state i, the proof of a theorem i starting from a theorem j, the transforma-
tion of a metabolite j to a metabolite i. Relations may be composed and a third
transitive relation emerges following the rule

Ri jRkl = δ jkRil (1)

In quantum theory, the quantum states are living in a Hilbert space. Transi-
tions between the quantum states are realized through relations or projection
operators. We propose then to represent the four nucleotides (A, G, C and T) as
states living in an abstract space. The pairings AT and GC are achieved through
a corresponding projection operator. Furthermore, we introduce the concept of
DNA vacuum. In a similar way that the quantum vacuum is not empty, but is
a collection of virtual particles, the DNA vacuum is a collection of all possible
bases. The notion of the DNA vacuum will appear very useful in better under-
standing the replication process. In the next section we introduce the quantum
formalism and we use it in order to represent and better understand the DNA
functioning. In the third section we consider a DNA strand as a “theorem” in
logic. Following Gdels numbering of mathematical theorems [5], we represent
the DNA strand by a unique natural number, a product of prime numbers. This
encoding of DNA may allow a quantitative measure of the difference among the
various DNA strands. Also it would help for a faster and more efficient analy-
sis of DNA through data mining techniques. In the last section we present our
conclusions and indicate directions for future research.

2. Quantum Formalism for DNA

We suggest that the quantum formalism is apt in order to describe the inherent
DNA dynamics. Let us remind the essentials of the quantum formalism, using the
Dirac braket notation. A quantum ket state |Si〉 is living in an abstract Hilbert
vector space. Next to the Hilbert space there is a dual Hilbert space where live
the bra states 〈Si|. A bra state is the transpose and conjugate of the corresponding
ket state. We can define then two products. The “inner product”

Ai j =
〈
Si
∣∣S j
〉

(2)

is a number and indicates the affinity or similarity between the |Si〉 and
∣∣S j
〉
.

Since the “inner product” is in general a complex number, a real measure of the
affinity is obtained through the probability p (0≤ p≤ 1)

p = Ai jA ji (3)
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Like in all vector spaces, in our Hilbert vector space there are “base vectors”
which are orthonormal, satisfying

〈n|m〉= δnm (4)

We define also the “outer product”

Ri j = |Si〉
〈
S j
∣∣ (5)

Ri j stands for a relation expressing the transition from the initial state
∣∣S j
〉

to the
final state |Si〉.It can be considered also as a projection operator which allows as
incoming state

∣∣S j
〉

and as outgoing state |Si〉. Clearly Ri j , thus defined, satisfies
the composition rule eq. (1).

The hereditary information of an organism is encoded in the DNA. The DNA
is a macromolecule composed of two polynucleotide chains with a double-helical
structure. There are four distinct bases, building elements of the genetic infor-
mation: adenine, cytosine, guanine, thymine, abbreviated A, C, G, T respectively.
A single strand DNA is simply a chain of nucleotides where two consecutive nu-
cleotides are bound together by a strong covalent bond. Each single strand has a
natural orientation. This orientation is due to the fact that one end of the single
strand has a free 5’ phosphate group and the other has a free 3’ deoxyribose
hydroxyl group. The most important feature of DNA is the Watson-Crick com-
plementarity of bases. Bonding between single strands occurs by the pairwise
attraction of bases: A bonds with T and G bonds with C. The pairs (A, T) and (G,
C) are therefore known as complementary base pairs. The classical double helix
of DNA is formed when two separate stands bond. Two requirements must be
met for this to occur; firstly, the strands must be complementary, and secondly,
they must have opposite orientations.

We may now borrow quantum ideas and apply them to the DNA functioning.
We suggest that the four bases A, C, G, T, are states belonging to a Hilbert space
and we represent them by |B1〉, |B2〉, |B3〉 and |B4〉 respectively (clearly the num-
ber correspondence is arbitrary). The states satisfy the orthonormal condition〈

Bi
∣∣B j
〉
= δi j (6)

The bonding between the bases |B1〉 and |B4〉 is achieved through a relation
(or equivalently a projection operator) P

P = |B1〉〈B4|+ |B4〉〈B1| (7)

The bonding between the bases |B2〉 and |B3〉 is achieved in a similar fashion
through a relation Q

Q = |B2〉〈B3|+ |B2〉〈B3| (8)

The full complementarity is realized with the relation

R = P+Q (9)

Notice that
R |Bi〉=

∣∣B j
〉

(10)

BelBI2016, Belgrade, June 2016. 95



A. Nicolaidis

where |Bi〉 and
∣∣B j
〉

are complementary pairs. R acts like a “mirror” operation
with A, T being the images of each other (similarly for the C and G bases). R2 is
an idempotent operator, i.e. it is the unity operator 1

R2 = ∑
i
|Bi〉〈Bi|= 1 (11)

and
R2 ∣∣B j

〉
=
∣∣B j
〉

(12)

Let us concentrate on the 2-state problem specified by the P relation (simi-
larly for the Q relation). |B1〉 and |B4〉 are represented by the columns

|B1〉=,

(
1
0

)
|B4〉=

(
0
1

)
(13)

and the P relation is represented by the matrix

P =

(
0 1
1 0

)
(14)

The eigenstates of P are the states |B+〉 and |B−〉

|B+〉=
1√
2
[|B1〉+ |B4〉] (15)

|B+〉=
1√
2
[|B1〉+ |B4〉] (16)

Notice that the states |B+〉 and |B−〉 are transformed to each other through
the relation S

S |B±〉= |B∓〉 (17)

with

P =

(
1 0
0 −1

)
(18)

The relations P and S anticommute:

PS+SP = 0 (19)

We may obtain a better understanding of the relational dynamics by using a
double-line representation of the general relation Ri j. Each distinct state or base
|Bi〉 is represented by a specific line, with a downward (upward) arrow attached
to the initial (final) state. In this sense we picture R14 = |B1〉〈B4| by
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We consider that the identity expression and its picture represent the DNA
vacuum. The DNA vacuum is not empty but it is full of DNA bases, which are
continuously annihilated and created. This restless DNA vacuum resembles the
QCD vacuum. QCD (Quantum Chromodynamics) describes the strong interac-
tions among quarks, the fundamental entities of hadrons (proton, neutron, pion
etc.). The QCD vacuum is a sea of restless quarks and antiquarks.

We may move further and picture the composition of relations, eq. (1). For
example, the composition

R14R41 = R11 (23)
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Clearly the above diagram looks like a string diagram, but at the same time it
represents the DNA replication process starting from the DNA vacuum. Next to
the discrete operation R, we may consider a continuous operation eαR, where α

is a parameter. A Taylor expansion provides

eαR = 1cosα +Rsinα (25)

BelBI2016, Belgrade, June 2016. 97



A. Nicolaidis

The operation eαR acts like a rotation. Consider the bonding |T 〉〈A|. Upon rota-
tion it is transformed to

eαR [|T 〉〈A|]eαR = cos2
α |T 〉〈A|+

+sin2
α |A〉〈T |+

+
1
2

sin2α [|T 〉〈T |+ |A〉〈A|]

(26)

For α = π

4 the final result becomes

1
2
[|T 〉〈A|+ |A〉〈T |+ |T 〉〈T |+ |A〉〈A|] (27)

We observe that next to the initial bonding |T 〉〈A|, we obtain in a formal way
the bonding |A〉〈T | , plus a collection of “sea” DNA bases. Thus the replication
process is a direct manifestation of the Watson-Crick complementarity principle.

3. Gödels numbering for DNA

A single DNA strand is a chain of bases, where two consecutive bases are
bound together by a covalent bond. We may consider that each of the four bases
stands for a letter, establishing a 4-letter alphabet. A succession of these letters
in a DNA strand may represent a word or a phrase in a biological language. From
another point of view each base may represent a symbol in an axiomatic system.
A succession of these symbols may correspond to a mathematical theorem.

Along this line, we are entitled to be inspired by the work of Kurt Gdel [5].
Gdel made an immense impact upon scientific and philosophical thinking in the
20th century, by establishing the incompleteness theorem. To prove this theo-
rem, Gdel developed a technique, now known as Gdel numbering, which codes
formal expressions as natural numbers.

The starting point in Gdels numbering is to assign a positive natural number
#(s) to each of the symbol s, in a fixed but arbitrary way. This is the Gdel number
of the symbol. We adopt

#(A) = 1, #(C) = 2,
#(G) = 3, #(T ) = 4

(28)

For a succession of DNA bases, for example the four bases AGCA, we pick up the
first four prime numbers and we raise each of them to the corresponding Gdel
number. Thus

w(AGCA) = 21335271 = 9450 (29)

is a unique natural number, the Gdel number w for the specific DNA strand.
Inversely, given a Gdel number, we can decode it and find the DNA strand it
represents. For example, consider the number w = 3240. By factorizing w as a
product of the prime numbers 2, 3, 5, 7, 11 we may find out how many 2, 3, 5,
are hidden in the number. In our example,

w = 233451 (30)
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and therefore the above w represents the DNA strand GTA.
Gdels numbering allows us to obtain a quantitative measure of the difference

among the various DNA strands. Consider two strands represented by the Gdel
numbers

w1 = 2y13y25y37y4 ...pyk
k (31)

w2 = 2q13q25q37q4 ...pqk
k (32)

where 2, 3, 5, 7, pk are the prime numbers and yi (q j) represents the j-th base
in the first (second) strand. The difference D among the two strands is

D =
w1

w2
= 2(y1/q1)3(y2/q2)5(y3/q3)...p(yk/qk)

k (33)

We notice though that the identification #(s) is arbitrary and therefore D
cannot serve as an objective measure. Rather, considering for example w1 as a
reference strand, we define the difference ∆ between the reference strand and
another strand by

∆ = ∏
j

1
p j

(34)

where p j stand for all those prime numbers where the DNA bases differ in the
corresponding j places. Imagine the evolution of DNA. We may assume that
everything started with an “original” DNA, which upon differentiation provided
the subsequent plethora of DNA. We expect that the differences are located at
late positions, the corresponding p j are large and correspondingly ∆ is small.
On the other hand, if the differences are located at the initial places, then ∆ is
relatively large.

In a DNA “language” we encounter motifs, that is a precise combination of
bases which serves a specific function. Assuming that a motif is a combination of
n bases, starting at the position k, its Gdel number Mk,n , is the product of n prime
numbers raised to the appropriate powers, representing the corresponding bases

Mk,n = psi
k p

s j
k+1...p

l
k+n (25)

Then, within a huge DNA collection we can search, through data mining tech-
niques, for the existence of the different Mk,n.

It should be added, that in order to evaluate similarity or difference in dis-
crete hierarchical biological systems, it has been also proposed to use the ultra-
metric distance, notably in its padic version [6]. This approach has been useful
in classifying the codons.

4. Conclusions and Future Research
Directions

There is long standing effort for a “quantum biology”. It involves how purely
quantum effects, like entanglement and coherence, might be of relevance in
biological systems [7 12]. In the present work we do not consider DNA as a
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quantum system per se. Rather, we suggest that DNAs inherent logic is the re-
lational logic, the same logic that appears governing quantum mechanics and
string theory. The emphasis is not in terms of structure, but in terms of infor-
mation processing. The four DNA bases may be considered as the “letters” of a
DNA alphabet and a DNA strand as a “word” or “sentence” in a biological text.
The analogy with quantum logic prompted us to use the quantum formalism in
order to describe the DNA dynamics. As a by-product of this approach we ob-
tained the DNA vacuum, a collection of annihilated and created DNA bases. An
important relation for the DNA is what we defined as the relation of comple-
mentarity R. Relation R guarantees the bonding AT and GC and generates the
replication process. We have also shown that the relations introduced may be
represented by matrices and therefore the whole DNA functioning can be ac-
counted for by matrix mechanics. Within the spirit of matrix mechanics we can
search for interactions among matrices a distance apart, giving rise to a sort of
“entanglement”.

The search of coding regions in a DNA sequence encouraged us to use Gdels
numbering in order to codify a DNA strand. This numbering allows to study the
existence of a specific DNA “word” within a broader DNA sequence by a sim-
ple factorization process. A remarkable feature of languages is Zipfs law. This
law dictates that the frequency f of each word in a text and its rank are related
according to a power law. It would be most interesting to check if Zipfs law pre-
vails in a biological text [13]. The possible correlation between two DNA strands
can be approached also in a novel way. Denoting by x, y the Gdels numbers of
the strands, the implicit correlation may be expressed by a function F(x,y), with
arguments of the function the numerals x, y.
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Abstract. . In order to utilize knowledge hidden in public databases, we
applied several data mining techniques on PMMoV sequences from NCBI
nucleotide database with an aim to characterize this virus at molecular
level. The dataset consists of 231 nucleotide sequences collected. We iden-
tified three distinct genotype variants (namely TG, GA and GG) based
on the nucleotide combinations on significant positions within subgroups
of sequences. Those positions were further confirmed using the EM al-
gorithm. The information about pathotype was known for only 40% of
studied sequences and distribution of pathotypes was very imbalanced.
Nevertheless, using the Apriori-type algorithm two strong rules was mined
(confidence 0.96 and 0.93). The analysis showed that hidden knowledge
could be disclosed and put to use through data mining approaches like
class association analysis and cluster analysis.

Keywords: clustering, class association rules, PMMoV

1. Introduction

With new sequencing technologies, field of genomics is growing fast and so is
the amount of the data behind it. Most of that data is publicly available through
different data sources in a recent molecular biology databases review [1] there
are even 1685 relevant resources in molecular biology reported, where each
data source contains a large amount of data. NCBI nucleotide database con-
tains sequences from multiple sources including GenBank with 190,250,235
sequences4, RefSeq with 92,936,289 sequences5, and PDB with 117,240 se-
quences6. Although a vast amount of sequence data is available, there is a huge
and mostly unrealized potential in analyzing it.

4 http://www.ncbi.nlm.nih.gov/genbank/statistics/
5 http://www.ncbi.nlm.nih.gov/refseq/statistics/
6 http://www.rcsb.org/pdb/statistics/holdings.do
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In this research we choose Pepper Mild Mottle Virus (PMMoV) as in silico plant
virus model to test what kind of information one can extract from publicly avail-
able nucleotide sequences by using bioinformatics tools and data mining ap-
proach. PMMoV is a tobamovirus responsible for diminishing pepper yields. Un-
til 2005, soil treatment against PMMoV consisted of the application of methyl
bromide, ozone depleting chemical. By utilizing publicly available PMMoV’s se-
quence data one could explore life cycle, pathogenicity, virulence potential and
plant resistance mechanisms of the virus in order to develop more eco-friendly
alternatives for the suppression of the virus in the field. We analyzed nucleotide
content and single nucleotide variations of available sequences with several
data mining techniques, and compared the results with information on virus
pathogenicity found in the literature [2–4]. The overall aim was to detect some
of existing relations between nucleotide content and pathotype which could po-
tentially be used for future monitoring of virus and its pathogenicity.

2. Data

At the time of the analysis, 231 PMMoV nucleotide sequences were available in
NCBI database at total; 13 of them were complete genomes, 150 corresponded
to coat protein, 62 corresponded to 126K replicase small subunit, 6 corresponded
to 183K replicase large subunit and 7 corresponded to 30K cell-to-cell movement
protein. They constituted dataset D1 and were aligned using Clustal X 2.17, with
later manual correction in MEGA 68. We used package seqinr in R in order to de-
termine profile sequence, in respect of which all other analyses were conducted.

There were 94 sequences (40%) in the dataset D1 for which information on
pathotype (one of five pathotypes: P0, P1, P12, P123 and P1234 described in litera-
ture [5, 6]) was available either in papers or in NCBI database. For the purpose
of mining genotype-pathotype association rules, these sequences, along with the
information about genotype (determined in this research) and pathotype were
extracted in another dataset, the dataset D2.

Dataset D1 was additionally split into groups and subgroups based on the part
of the genome the sequences were covering (Table 1). The whole genome se-
quences were then divided into subsequences corresponding to the nucleotide
positions the subgroups were covering, so each subgroup had got 13 more se-
quences, obtained from the whole genome sequences. The positions covered
overlapped for some subgroups; for example sequences from subgroup 1.1 cov-
ered 200 positions (from 612 to 810), and sequences from subgroup 1.2 span
across these positions, but also covered additional bases (from 481 to 1248).

7 http://www.clustal.org/clustal2/
8 http://www.megasoftware.net/
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TABLE 1: Number of sequences and nucleotide positions (np) for each subgroup

Group Subgroup Number of
sequences

Number of
np covered

First np in
the genome

Last np in
the genome

1 1.1 67 200 612 810
1.2 50 768 481 1248

2 2 22 190 1622 1811
3 3 18 790 4015 4805

4.1 15 779 4909 5682
4 4.2 110 476 5685 6157

4.3 160 209 5841 6047

3. Tools, Methods and Algorithms

For fulfilling data mining tasks we used WEKA 3.6.109 algorithm implementa-
tions. Bioinformatics analyzes were performed using Bioconductor package in R.
After aligning sequences of each subgroup, single nucleotide variations (SNVs)
were determined with in-house script. Comprehensive analysis of SNVs revealed
several informative nucleotide positions in each subgroup. Based on the combi-
nation of nucleotides contained in these positions, sequences could be divided
into disjoint sets in a way that each sequence from a set contains the same,
unique combination of nucleotides on the positions Information about the sets,
determined significant positions and nucleotide combinations on them is shown
in Table 2.

Analysis of relationships among these sets, for the sequences spanning in more
than one group (explained further in Section 4.2, was used for the detection of
three distinct genotype variants, which were additionally confirmed with cluster
analysis.

3.1. Clustering

Probabilistic models are often used for modeling biological data but nowadays,
when produced sequence data are noisy, incomplete and erroneous, it is difficult
to determine parameters of a model. To estimate parameters in a probabilistic
models with incomplete data, Expectation Maximization (EM) algorithm [7] is
used. In order to confirm determined genotype variants and to disclose other
existing similarities between sequences, we performed cluster analysis on D1
dataset using EM algorithm. The optimum number of clusters was estimated via
10-fold cross validation.

3.2. Class Association Rules

The Apriori algorithm [8] is a widely used essential technique for learning as-
sociation rules from a given dataset with minimum support and minimum con-
fidence parameters specified. We used modification of the original algorithm

9 http://www.cs.waikato.ac.nz/ml/weka/
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TABLE 2: Nucleotide positions that divide sequences into disjoint sets in each
group

Group np in the genome Set label Nucleotide combi- Number of
sequence nation (short mark)* sequences

1.1 639; 669 G1.1-1 GT (G) 52
G1.1-2 AC (A) 15

1.2 565; 566; 708;1125 G1.2-1 TGGA (T) 34
G1.2-2 GTTG (G) 16

2 1638; 1647 G2-1 TA (T) 12
G2-2 CG (C) 9

3 4107; 4131; 4392; 4395; G3-1 GACGTCCA (G) 10
4516; 4560; 4650; 4698 G3-2 AGTACTTG (A) 8

4.1 4929; 4963; 5085; 5151; G4.1-1 CGACACGG (C) 10
5244; 5487; 5557; 5611 G4.1-2 TAGGGTAA (T) 5
5763; 5819; 5837; 5996; G4.2-1 CTTACTGATGC (C) 86

4.2 6002; 6011; 6038; 6062; G4.2-2 TCCTTCTTATT (T) 24
6100; 6101; 6127

4.3 5996; 6002; 6038 G4.3-1 ACG (A) 127
G4.3-2 TTT (T) 35

* Short marks are made from the first nucleotide letter in unique nucleotide combinati-
on for that set, and they are used just for a shorter representation in text

which combines association rule technique with classification rule technique [9]
to allow the algorithm to focus on association rules useful to determine prede-
fined classes. As input parameters we used the dataset D2, minimum support
0.1 and minimum confidence 0.9.

4. Results

4.1. Determination of Genotypes

We analyzed the relationship among sets G1.1-1, G1.1-2, G1.2-1 and G1.2-2 for
50 sequences in Group 1 covering subgroups 1.1 and 1.2. Three distinct geno-
type variants were determined based on the nucleotide content on sites 565,
566, 639, 669, 708 and 1125: Genotype variant GA, Genotype variant TG and
Genotype variant GG.

Evaluation using the EM algorithm resulted with the three clusters in subgroup
1.1, based on already emphasized positions 639 and 708, corresponding to de-
termined genotype variants. In subgroup 1.2, four clusters were mined, one of
them contained only one sequence with Genotype variant GG. Distinction of
three remaining clusters was based upon 565 np and 552 np. The separation at
the earlier stressed position 565 extracts Genotype variant TG. For the clusters
formed upon the new obtained position 552 we can state that all sequences from
one cluster were having Genotype variant GG and all sequences having Geno-
type variant GA was in the other cluster, which also contained sequences having
Genotype variant GG.
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Cluster analysis of the sequences from Groups 2, 3 and subgroup 4.1 did not re-
veal any new similarities among sequences, but in the subgroup 4.2 it revealed
three clusters which corresponded to defined genotype variants. The three clus-
ters obtained using the EM algorithm segregated 6002 np, based on which Geno-
type variant GA is matched, and newly observed 5975 np which can be used to
distinguish Genotype variant GG from Genotype variant TG.

Assuming that revealed information about Group 1 can be transferred to whole
genomes (and therefore to isolates) we classified the whole genome sequences
based on the determined genotype variants (Table 3).

TABLE 3: Distribution of whole genome sequences into disjoint sets determined
by Groups 1.1 – 4.3 analysis and the determined genotype variants (for simpli-
fied representation, short marks are used instead of set’s labels)

Sequence 1.1 1.2 2 3 4.1 4.2 4.3 Geno-
type

Spain-1989-P12|NC 003630.1 G T T G C C A TG
Spain-1989-P12|M81413.1 G T T G C C A TG
Japan-2005-P0|AB113117.1 G T T G C C A TG
Japan-2005-P0|AB113116.1 G T T G C C A TG
Japan-2002-P0|AB069853.1 G T T G C C A TG
Japan-1997-P1234|AB000709.2 G T T G C C A TG
China-2006|AY859497 G T T G C C A TG
Brasil-2010|AB550911.1 G T T G C C A TG
India-2014-P12|KJ631123.1 G T T G C C A TG
Japan-2003-P1234|AB276030.1 G G G A T C A GG
SouthKorea-2005|AB126003.1 G G G A T C A GG
Japan-2007-P12|AB254821.1 G G G A T C A GG
Spain-2002-P123|AJ308228 A G G A T T T GA

4.2. Genotype pathotype associations

The information about pathotype was not available for all sequences from dataset
D1 so we could look for genotype pathotype associations only for 94 sequences
(dataset D2). The dataset D2 consisted of a sequence name field, genotype vari-
ant of the sequence (TG, GG or GA) and pathotype information (denoted as 0,
1, 2, 3 or 4 for pathotypes P0, P1, P12, P123 and P1234 respectively). Applying class
association analysis in Weka, we found two strong rules (with high confidence):

Genotype variant=TG 45 =⇒ Pathotype=2 43 conf:(0.96)
Genotype variant=GA 29 =⇒ Pathotype=3 27 conf:(0.93)

The rules clearly indicate that almost all (43 out of 45) sequences that have
Genotype variant TG also have pathotype P12, and that 27 out of 29 sequences
having Genotype variant GA also have pathotype P123.
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For the sequences having Genotype variant GG, 5921 np (found with a classifi-
cation method) can be discriminative for pathotype prediction: if sequence has
T or C it is of pathotype P12, while if sequence has A it is of pathotype P123.

5. Conclusion

The clustering and class association analysis of 231 PMMoV sequences available
at NCBI showed some regularities, not reported previously, which potentially
can be used for molecular monitoring of virus genotype-pathotype association.
Moreover, our research demonstrated how data mining techniques can be used
on publicly available data in order to utilize them more and to extract hidden
knowledge that resides in databases.
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Abstract. In this work we first discuss a well-known theoretical frame-
work for the analysis and modeling of self-organized structures in complex
systems. These self-organized states are metastable and rapid transition
events mark the passages between self-organization and background or be-
tween two different self-organized states. Thus, our approach focuses on
characterizing and modeling the complex system as a intermittent point
process describing the sequence of transition events.
Complexity is usually associated with the emergence of a renewal point
process with power-law distributed inter-event times, hence the term frac-
tal intermittency. This point process drives the self-organizing behavior of
the complex system, a condition denoted here as intermittency-driven com-
plexity.
In order to find the underlying intermittent birth-death process of self-
organization, we introduce and discuss a preliminary version of an algo-
rithm for the detection of transition events in human electroencephalo-
grams. As the sequence of transition events is known, the complexity of the
intermittent point process can be investigated by applying an algorithm for
the scaling analysis of diffusion processes driven by the intermittent pro-
cess itself. The method is briefly illustrated by discussing some preliminary
analyses carried out on real electroencephalograms.

Keywords: signal processing, complexity, fractal intermittency, brain, elec-
troencephalogram (EEG), disorders of consciousness

1. Introduction

The brain is composed of many elementary units, neurons and astrocytes, with
an extremely complicated topology of the links among units (axon, dendrites,
metabolic network)4 [1]. The links are characterized by strong nonlinear in-
teractions among neurons (e.g., the chemically activated electrical discharges
4 Astrocytes are responsible for the regulation of the neural metabolism and, thus, for

the energy delivery and storage that neurons need for their electrical activity. The
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through the ionic channels) with very complicated feedback mechanisms. The
overall picture is that of a complex network with a huge number of nodes (neu-
rons and astrocytes) and links with a very complicated topology. The nonlinear
dynamics of single neurons (i.e., the threshold mechanism for the electrical dis-
charges generating spikes and bursts) are highly enhanced by the complex net-
work topology, but at the same time some kind of ordering, or self-organizing,
principle triggers the emergence of global cooperativity.
It is then not surprising that brain dynamics display a very rich landscape of
different behaviors and a very efficient plastic behavior, characterized by a rapid
and efficient capability of response to rapid changes in the external environ-
ment. Thus, a great interest is nowadays focused on a better understanding of
the brain information processing, with the challenging goal of describing brain
complexity by means of a relatively low number of parameters. This is not only
a very fascinating problem and a very hot topic in brain research, but it also has
important potential applications in several fields (e.g., clinical applications, new
diagnostic indices).
In this general framework, the complexity approach [2, 3] is focused on the study
of emerging self-organized structures in multi-component systems and complex
networks. This general approach is nowadays gaining momentum in the field of
biomedical signal processing. In order to extract useful information from large
clinical datasets, storing many different physiological data and signals, algo-
rithms for the reduction of data complexity are needed to derive reliable diag-
nostic indices. Then, a great interest is focused in defining, developing and test-
ing statistical indices that can enclose the minimal information required to inter-
pret the basic features of physiological signals. The availability of large datasets
storing many different physiological data and signals is asking for reliable proce-
dures of complexity reduction in large datasets. This is needed to extract useful
information from the data themselves, which is of much relevance in clinical
activity, such as in the diagnosis and treatment of disorders of consciousness
(DOC) [4]. However, such indices are useful if they are able to describe the key
features of the signals and if these features can be exploited by physicians in
their clinical activity, e.g., in the evaluation of a medical condition or disease
(diagnosis); in foretelling the course of a disease (prognosis); in the consequent
choice of the proper therapy (decision making).
In this work we introduce and discuss an approach to the processing of Elec-
troEncephaloGrams (EEGs) that is based on the observation that, in many com-
plex systems, such as the human physiology, the nonlinear dynamics of the net-
work trigger intermittent events, each one associated with the emergence or
decay of self-organized structures and/or with the transition among different
self-organized states [5–12]. Our approach to the modeling of such complex
systems and, consequently, to the associated algorithms for data analysis and
signal processing is based on the idea that intermittent events drive the complex
(self-organizing) behavior of multi-component systems.

role of the substrate network of astrocytes is nowadays recognized to play a crucial
role in brain information processing, as it has been recently found that the metabolic
component of the brain is characterized by an intense cooperativity between astrocytes
and neurons [1].
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The paper is organized as follows. In Section 2 we present and discuss the con-
cept of intermittency-driven complexity. After discussing the concept of fractal
intermittency (FI), we give a brief review about the emergence of FI in the hu-
man brain. In Section 3 we sketch our proposal of a preliminary version of a
general-purpose event detection algorithm. Finally, in Section 4, in order to il-
lustrate the event detection algorithm, we briefly discuss an application to real
EEG data by showing a few preliminary results.

2. Intermittency-driven complexity

Following the paradigm of emerging properties, the complexity approach focuses
on the analysis and modeling of self-organized large-scale structures or states
emerging from the cooperative dynamics of complex networks. The main idea is
that self-organized structures are the essential actors in the global dynamics of
complex systems and play a crucial role in many aspects, such as the transport
properties and the way the system respond to external stimuli. As a consequence,
also the statistical indicators extracted from complex data analysis usually refer
to some global property associated with the dynamical evolution of large-scale,
global, self-organized states.

2.1. Complexity and fractal intermittency

As far as we know, a general agreement on the definition of complexity does not
yet exist. However, we refer here to a class of complex systems displaying the
following properties:

(1) a complex system is multi-component with a large number of degrees of
freedom, i.e., many functional units or nodes. As said above, these units in-
teract with each other and their dynamics are strongly nonlinear;

(2) non-linearity and multi-component is not enough to define complexity: the
dynamics are cooperative and trigger the emergence of self-organized struc-
tures, being self-organization not related to the presence of a internal master
or to an external ordering force;

(3) self-organized states display long-range space-time correlations (slow power-
law decay) and self-similarity (mono- or multi-scaling);

(4) self-organized states are metastable, with relatively long life-times τ and
fast transition events between two successive states.

In summary, the cooperative dynamics determine an alternation of strongly cor-
related self-organized structures and a background characterized by short-term
correlations, or an alternation among different self-organized states. The pas-
sages are marked by fast transitions that can be considered quasi-instantaneous
events. The n-th event occurs at a random time tn. The sequence of transition
events is an emergent property described as a a intermittent birth-death point
process of self-organization: {tn}N

n=0; t0 = 0. Then, in the above list the feature
(4) is a crucial one as it allows for a description of complexity in terms of inter-
mittent events.

110 BelBI2016, Belgrade, June 2016.



EEG complexity measures

Due to the fast memory drop occurring during the fast transitions, each self-
organized state is often independent from each other, as such as the crucial
transition events and the inter-event times, also named Waiting Times (WTs):
τn = tn− tn−1;n = 1,2, .... This is denoted as renewal condition. In this case, the
sequence of crucial events is described by a renewal point process. A complex
(cooperative) system is characterized by metastable self-organized states whose
life-times τn are statistically distributed according to a inverse power-law func-
tion. This condition, i.e., the triggering of fast transition events that are renewal
and with inverse power-law WT distribution, is denoted as fractal intermittency
(FI) [9, 13–16]. The term intermittency-driven complexity (IDC) is here used to
indicate both the associated complex behavior and the class of complex sys-
tems displaying FI. In this case the birth-death point process of self-organization
is given by a non-Poisson process (renewal or not). The departure from the
Poisson reference condition is a signature of complexity. In fact, a Poisson (re-
newal) point process is typically associated with the lack of cooperation and
self-organizing behavior. A Poisson process does not generate neither long-range
correlation or memory nor fractal intermittency, being the WT distribution given
by an exponential decay [13, 15, 16]. Despite the presence of renewal events,
the autocorrelation function of the intermittent signal can be long-range, i.e.,
with a slow power-law decay in the tail: C(t)∼ 1/tβ [5].
The correlation exponent β is an important example of emergent property that
can be used as a synthetic indicator of the cooperative dynamics in the complex
system. For a complex system in the IDC class, β is related to the power index µ

of the inverse power-law in the WT distribution:

ψ(τ)∼ 1
τµ

. (1)

Analogously to β , also ψ(τ) and µ are emerging properties and, thus, a signa-
ture of complex behavior. The parameter µ, denoted as complexity index, is an
example of a statistical index that can quantify the presence of IDC in a system,
thus evaluating the ability of the complex system to trigger self-organization.
Other indices, depending on µ, can also be used as IDC indices [9, 13–16]. In
particular, complexity is identified with a condition of very slow decay in ψ(τ),
corresponding to the range 1 < µ < 3 (see Refs. [13, 16] for details). In Fig. 1
we sketch a synthetic scheme qualitatively explaining the connection between
self-organization, cooperation and non-Poisson renewal processes. Poisson re-
newal processes always emerge in the case of independent systems, whatever
the microdynamics of the single nodes. As a consequence, a departure from the
Poisson statistics reveals some kind of cooperation among the nodes of the net-
work. Further, the emergence a fractal renewal process, i.e., a renewal process
with inverse power-law WT distribution (fractal intermittency), means that co-
operation is complex, i.e., associated with complex self-organized structures.

2.2. Fractal intermittency in the brain: a brief survey of results

Metastability is a basic feature of the information processing in the brain neu-
ral network. Fingelkurts and Fingelkurts recognized that rapid changes in EEG
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FIG. 1: Comparison of Poisson (non-complex) and non-Poisson (complex) re-
newal processes.

records, called Rapid Transition Processes (RTPs), mark passages between two
quasi-stationary periods, each one corresponding to different neural metastable
assemblies, and are the signature of brain self-organization [17, 18]. Neural as-
semblies are associated with transient information flow among different neurons
with the goal of developing a specific brain function and/or the response to ex-
ternal stimuli (e.g., Event Related Potentials). RTPs and neural assemblies are
then a prototype of crucial events and meta-stable self-organized states, respec-
tively.
The algorithm for the automatic detection of RTP events in EEG data was devel-
oped in Ref. [18] and exploited by the authors of Refs. [5, 7, 6, 8–11] to char-
acterize the complexity of the intermittent events. By exploiting a scaling detec-
tion method, the Event-Driven Diffusion Scaling (EDDiS) algorithm (see [13]
and references therein), these authors found that brain dynamics display fractal
intermittency. In particular, it was shown that the fractal intermittency approach
is able to reveal the integrated (Rapid Eye Movement, REM) and segregated
(Non-REM) stages during sleep, thus in agreement with the consciousness state
of the subjects [9–11]. This important result proves that the IDC concept and
the associated IDC measures could be good candidates for the characterization
of DOCs.
In the intermittency-based analysis here proposed, a key aspect is the definition
of events, which needs to be further studied in order to extend the above analysis
to different experimental and clinical conditions.

3. Intermittency-based processing of complex physiological
signals

The results obtained by applying the algorithms cited above, the RTP event de-
tection algorithm [18] and the EDDiS algorithm [5, 16, 15, 13], are very promis-
ing in the perspective of potential applications in the clinical activity of neuro-
logical disorders. However, RTP events are defined only for some experimental
conditions.
In this work we investigate the key aspect of the event definition. We propose an
algorithm involving a more general definition of event and being able to detect
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and discriminate events with different neuro-physiological origins. The proposed
method essentially extends the technique introduced and applied in Refs. [19–
21], which allows to extract different kind of events marking the sudden increase
of activity in given frequency bands.
We assume that the signals were already pre-processed for the artifact cleaning.
Then, the event detection algorithm works as follows:

(1) Splitting of the single EEG channel into different frequency bands.
The following band ranges are usually considered: (a) δ band (0.5−4 Hz);
(b) θ band (4−8 Hz); (c) α band (8−12 Hz); (d) σ band (12−16 Hz); (e)
β band (16−35 Hz); (f) γ band (35−64 Hz).

(2) For each frequency band, the component amplitude (the absolute value)
is considered. Then, two moving-window time averages are computed at
different time scales, a short and a long one, being this last one used to
evaluate the signal envelope5.

(3) Calculation of non-dimensional descriptors Ak(t) for each frequency band
k= δ ,θ , ...: (short-time average - long-time average)/long-time average. Then,
the global average Ak (or some local average) of Ak(t) is computed and sub-
tracted to Ak(t) itself: Sk(t) = Ak(t)−Ak.

(4) Identification of high- and low-activity epochs and of transition events be-
tween epochs. This is done for each frequency band by using a thresholding
technique, whose details and parameters can also be changed depending on
the specific events that must be detected. The most simple method, which
be applied in the next section, is given by the zero crossings of the Sk(t)6.

(5) Storing in a database (spatio-temporal event maps).
Extraction of specific kinds of events from the event maps.

(6) Feature extraction from the event sequences and maps, such as: number
of events per time unit for each band and/or EEG trace; covariance matrix
based on events; estimation of complexity index, both for single EEG chan-
nels and global events (temporal coincidences among different EEG chan-
nels).

Despite its apparent simplicity, this algorithm is very flexible and powerful. Being
based on the classical Fourier approach and on splitting the EEG signal into
standard frequency bands, this approach allows for a more clear link between
the event detection algorithm and its neuro-physiological interpretation. In this
sense, a particular kind of brain events should be recognized to be a neural
correlate of some increased or decreased neurophysiological activity.

5 In the original applications of the method [19–21] typical chosen values of the av-
eraging times were 2 and 64 sec., as these values were the most suitable to detect
macroscopic epochs of high intensity in the given frequency band.

6 The particular definition of event remain the most subtle point of the IDC approach.
As an example, if we are interested in characterizing the epochs with substantially in-
creased activity in a given band, and the associated transition events from/to these
same epochs, usually two thresholds are used, a low and a high one. This is the stan-
dard approach used to automatically detect the waveforms that could be investigated
also by visual inspection [19–21].
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4. An application to EEG data: preliminary results

In this final section we briefly illustrate an application of the event detection
algorithm to real EEG records. The EEG data were collected during a study per-
formed in the Brain Injury Unit, Department of Neuroscience, Cisanello Hospital,
Pisa, Italy [22]. A few unconscious patients were treated with a drug (Zolpi-
dem)7, with the working hypothesis that Zolpidem might increase the brain ac-
tivity in a rapid way (i.e., within 30 minutes). The general objective of this pilot
study was to stimulate a rapid recovery of the patient’s consciousness. Clear
clinical evidence was not obtained and it would be desiderable to get some kind
of indications that the single treatment had some kind of effect on the brain
electrical activity.
Here we show a preliminary analysis on one patient, whose EEG was recorded
according to the international 10−20 configuration system. The EEG was recorded
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FIG. 2: Waiting Times τn vs. the occurrence times tn of transition events (zero
crossings) for the α band of the O2 electrode. Pre condition in Panel (a) refers to
the EEG baseline before the Zolpidem treatment, while Post condition in Panel
(b) refers to the EEG measured 30 minutes after the Zolpidem treatment.

before (baseline) and 30 minutes after the Zolpidem treatment. The sequence
of zero crossing events and the associated WTs are derived for each frequency
band. In Fig. 2 we report the sequence of WTs τn extracted from the α band of
the O2 electrode. WTs are plotted as a function of the event occurrence times tn.
Pre and Post conditions are reported in Panels (a) and (b), respectively. In Fig.
3 we show the histograms of WTs extracted from two different bands, α (Panel
(a)) and σ (Panel (b)), of the same electrode (O2). For each frequency band the
Pre and Post conditions are reported and compared.
As a general observation, we can say that no qualitative and/or quantitative
difference between the Pre and Post conditions is clearly stated and the WT dis-
tributions appear to be almost identical for the two conditions. This situation is
also seen in the other electrodes and frequency bands. However, as said above,
IDC is investigated by estimating the anomalous scaling behavior of diffusion
processes that are built in a proper way using the transition events extracted

7 The hospital ethical committee approved the study and Informed written consent was
obtained from the guardians or relatives of the patients.
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FIG. 3: Histograms ψ(τ) of the WTs extracted from the electrode O2 for the
bands α (Panel (a)) and σ (Panel (b)). The bin size is 10. The Pre and Post
conditions are compared in each panel. The inverse power-law functions are
reported as a guide-to-the-eye.
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FIG. 4: DFA function F(l) as a function of the time lag l for the O2 electrode.
Panel (a) α band; Panel (b) σ band. The Pre and Post conditions are compared
in each panel. The estimated index µ is also reported.

from the signals. The EDDiS algorithm is applied to the WT sequences in order
to obtain one or more (event-driven) diffusion scaling indices and/or the com-
plexity index µ (see Ref. [13] for a review of the EDDiS algorithm). Here we
limit ourselves to derive a single diffusion process, which is defined by allowing
a random walker to make a unitary jump ahead (+1) in correspondence of each
transition event. This walking rule is known as Asymmetric Jump (AJ) and it
has been proven to be an efficient and reliable method for the scaling evaluation
(see Ref. [13] and references therein, in particular Ref. [23]). Applying the AJ
rule we get a diffusing variable X(t). The IDC is estimated through the second
moment scaling H, corresponding to the Hurst exponent, which is defined by
the following power-law behavior:

F(l)∼ lH ;F2(l) = 〈
(

X (l)−X(l)
)2
〉 . (2)

Here l is the length of the time window that is moved along the time series
in order to carry out the time average. In fact, the statistical analysis of time
signals can be only carried out by means of time averages. For any l, the signal
is divided into time windows of length l. Each segment is a pseudo-trajectory
of a statistical ensemble of path of total duration l. The second moment F2(l)
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of properly detrended fluctuations is computed by averaging over this statistical
ensemble.
In our specific application, the second moment scaling H is computed by using
the Detrended Fluctuation Analysis (DFA) [24], which is a scaling detection algo-
righm based on a proper evaluation of the trend X(l). The value H = 0.5, named
normal diffusion scaling, indicates the absence of long-range correlations and of
network connectivity. Then, the neurons whose electrical activity contribute to
the electrode signal (O2 in this case) do not cooperate each other. Values around
H = 0.5 indicate low levels of cooperation, so the departure from the normal
diffusion scaling is a measure of network cooperativity. When applied to single
EEG electrodes this feature can be exploited as a signature of the functional con-
nectivity, i.e., cooperative behavior, of the particular brain region affecting the
electrode potential.
In Fig. 4 we show the results of the DFA applied to the diffusing random walk
X(t) computed applying the AJ rule to the WTs whose distributions are given in
Fig. 3. The diffusion scaling of the σ band (Panel (b)) does not change signif-
icantly before and after the Zolpidem treatment. On the contrary, the α band
(Panel (a)) shows a small, but net difference between the two conditions. In
particular, the IDC index H changes from H = 0.58 to H = 0.64, which corre-
spond to a small increase in the complexity of the brain dynamics, at least in
the region corresponding to O2. Interestingly, the values of H here estimated for
a DOC patient are, as expected, much smaller that the typical values found in
conscious healthy subjects, that is, H ∼ 0.75−0.95 [5, 9–11]. Further, it is worth
noting that the difference Pre-Post cannot be appreciated from the comparison
of WT distributions, as it is clearly seen in Fig. 3.
This preliminary analysis and discussion is far from being conclusive and needs
further investigations. In particular, a global analysis of the brain network will be
carried out. However, in previous papers it has been shown that the IDC indices
can characterize the kind of brain connectivity determining the emergence of
consciousness [9–11]. Thus, we are convinced that the use of event-driven dif-
fusion scaling analysis (EDDiS) for the investigation of the brain IDC can have
potential applications in the field of neurological diseases.
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Abstract. The present paper is a review of the “Crystal Basis Model” of the
genetic code proposed a few years ago. The elaboration and verification
of sum rules for codon usage probabilities, predictions for some physical-
chemical properties of amino-acids as well as some consequences of the
application of a “minimization principle” in the mRNA editing and in the
codon bias are reviewed.

Keywords: crystal basis model, codon usage frequency, physical-chemical
properties of amino acids, codon-anticodon interaction, codon bias

1. Introduction

In the mathematical framework we have proposed [1], the codons appear as
composite states of nucleotides. More precisely, the codons are obtained as ten-
sor products of nucleotides, the four nucleotides being assigned to the funda-
mental representation of the quantum group Uq(sl(2)⊕ sl(2)) in the limit of the
deformation parameter q→ 0. The use of a quantum group in the limit q→ 0 is
essential to take into account the nucleotide ordering (see Table 1).
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TABLE 1: The eukariotic code

codon a.a. codon a.a codon amino acid codon a.a.
CCC Pro P UCC Ser S GCC Ala A ACC Thr T
CCU Pro P UCU Ser S GCU Ala A ACU Thr T
CCG Pro P UCG Ser S GCG Ala A ACG Thr T
CCA Pro P UCA Ser S GCA Ala A ACA Thr T
CUC Leu L UUC Phe F GUC Val V AUC Ile I
CUU Leu L UUU Phe F GUU Val V AUU Ile I
CUG Leu L UUG Leu L GUG Val V AUG Met M
CUA Leu L UUA Leu L GUA Val V AUA Ile I
CGC Arg R UGC Cys C GGC Gly G AGC Ser S
CGU Arg R UGU Cys C GGU Gly G AGU Ser S
CGG Arg R UGG Trp W GGG Gly G AGG Arg R
CGA Arg R UGA Stop GGA Gly G AGA Arg R
CAC His H UAC Tyr Y GAC Asp D AAC Asn N
CAU His H UAU Tyr Y GAU Asp D AAU Asn N
CAG Gln Q UAG Stop GAG Glu E AAG Lys K
CAA Gln Q UAA Stop GAA Glu E AAA Lys K

We have distinguished two parts in this review.

The first one starts with a rapid recalling of the main aspects of our model
that we called “Crystal Basis Model”. It is followed by two examples of appli-
cations. The first one concerns the setting of sum rules for codon usage prob-
abilities [2]: it is deduced that the sum of usage probabilities of codons with
C and A in the third position for the quartets and/or sextets is independent
of the biological species for vertebrates. The second application deals with the
physical-chemical properties of amino-acids for which a set of relations have
been derived and compared with the experimental data [3]. A prediction for
the not yet measured thermo-dynamical parameters of three amino-acids is also
proposed.

The “minimum” principles, in their different formulations, have played and
play a very relevant role in any mathematically formulated scientific theory. The
key point of a “minimum” principle is to state that an event happens along the
path that minimizes a suitable function.

Keeping at hand the minimisation of our codon-anticodon interaction poten-
tial introduced in [4] and [5] for an analysis of the genetic code evolution, codon
bias are discussed, providing inequalities between codon usage probabilities for
quartets of codons [6]. Performing this study separately for the Early and for the
Eukariotic genetic code, we observe a consistency with the obtained results as
well as good agreement with the available data. Last but not least, an analysis
of the coherent change of sign, in the evolution from the Early to the Eukaryotic
code, of the two parameters regulating our interaction potential is performed.

120 BelBI2016, Belgrade, June 2016.



A Mathematical description...

As this paper is essentially a review of the Crystal Basis Model, we have lim-
ited the references and only provided those directly connected to our approach.
The interested reader can find in each quoted paper the relative biography.

2. PART 1: Crystal basis model and application

2.1. A group theoretical model of the genetic code

We consider the four nucleotides as basic states of the ( 1
2 ,

1
2 ) representation of

the Uq(sl(2)⊕ sl(2)) quantum enveloping algebra in the limit q → 0 [1]. A
triplet of nucleotides will then be obtained by constructing the tensor product
of three such four-dimensional representations. Actually, this approach mimicks
the group theoretical classification of baryons made out from three quarks in
elementary particles physics, the building blocks being here the A, C, G, T/U
nucleotides. The main and essential difference stands in the property of a codon
to be an ordered set of three nucleotides, which is not the case for a baryon.

Constructing such pure states is made possible in the framework of any alge-
bra Uq→0(G ) with G being any (semi)-simple classical Lie algebra owing to the
existence of a special basis, called crystal basis, in any (finite dimensional) rep-
resentation of G . The algebra G = sl(2)⊕ sl(2) appears the most natural for our
purpose. The complementary rule in the DNA–mRNA transcription may suggest
to assign a quantum number with opposite values to the couples (A,T/U) and
(C,G). The distinction between the purine bases (A,G) and the pyrimidine ones
(C,T/U) can be algebraically represented in an analogous way. Thus considering
the fundamental representation ( 1

2 ,
1
2 ) of sl(2)⊕ sl(2) and denoting ± the basis

vector corresponding to the eigenvalues ± 1
2 of the J3 generator in any of the

two sl(2) corresponding algebras, we will assume the following “biological” spin
structure:

sl(2)H

C ≡ (+,+) ←→ U ≡ (−,+)

sl(2)V l l sl(2)V (1)

G≡ (+,−) ←→ A≡ (−,−)

sl(2)H

the subscripts H (:= horizontal) and V (:= vertical) being just added to specify
the algebra.

Now, we consider the representations of Uq(sl(2)) and more specifically the
crystal bases obtained when q→ 0. Introducing in Uq→0(sl(2)) the operators J+
and J− after modification of the corresponding simple root vectors of Uq(sl(2)),
a particular kind of basis in a Uq→0(sl(2))-module can be defined. Such a basis
is called a crystal basis and carries the property to undergo in a specially simple
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way the action of the J+ and J− operators: as an example, for any couple of
vectors u,v in the crystal basis B, one gets u = J+v if and only if v = J−u. More
interesting for our purpose is the crystal basis in the tensorial product of two
representations.

Indeed in [7] it has been shown that the tensor product of two crystal bases,
labelled by J1 and J2, can be decomposed into a direct sum of crystal bases
labelled, as in the case of the tensor product of two standard sl(2) irreducible
representations, by a set of integer (J1 + J2 integer) or half-integer (J1 + J2 half-
integer) numbers J such that

|J1− J2| ≤ J ≤ J1 + J2 (2)

The new peculiar and crucial feature is that, in the limit q→ 0, the basis vectors
of the J-space are pure states, that is they are the product of a state belonging to
the J1-space and of a state belonging to the J2-space. The tensor product is not
symmetric and one has to specify which is the first irreducible representation. in
the tensor product, i.e. an order has to be fixed. In the framework of DNA/RNA
the order appears in a very natural way as the reading frame moves toward the
5′ → 3′ direction.

Therefore, the framework of the crystal basis model appears perfectly adapted
to represent codons as composite states of the (elementary) nucleotides.

In Table 2 we report the assignments of the codons of the eukariotic code (the
upper label denotes different irreducible representations) and, respectively the
amino-acid content of the ⊗3( 1

2 ,
1
2 ) representations.The codon content in each

of the obtained irreducible representations is also expressed at the end of this
subsection.

codon a.a JH JV JH,3 JV,3 codon a.a. JH JV JH,3 JV,3

CCC Pro P 3/2 3/2 3/2 3/2 UCC Ser S 3/2 3/2 1/2 3/2

CCU Pro P (1/2 3/2)1 1/2 3/2 UCU Ser S (1/2 3/2)1 −1/2 3/2

CCG Pro P (3/2 1/2)1 3/2 1/2 UCG Ser S (3/2 1/2)1 1/2 1/2

CCA Pro P (1/2 1/2)1 1/2 1/2 UCA Ser S (1/2 1/2)1 −1/2 1/2

CUC Leu L (1/2 3/2)2 1/2 3/2 UUC Phe F 3/2 3/2 −1/2 3/2

CUU Leu L (1/2 3/2)2 −1/2 3/2 UUU Phe F 3/2 3/2 −3/2 3/2

CUG Leu L (1/2 1/2)3 1/2 1/2 UUG Leu L (3/2 1/2)1 −1/2 1/2

CUA Leu L (1/2 1/2)3 −1/2 1/2 UUA Leu L (3/2 1/2)1 −3/2 1/2

CGC Arg R (3/2 1/2)2 3/2 1/2 UGC Cys C (3/2 1/2)2 1/2 1/2

CGU Arg R (1/2 1/2)2 1/2 1/2 UGU Cys C (1/2 1/2)2 −1/2 1/2

CGG Arg R (3/2 1/2)2 3/2 −1/2 UGG Trp W (3/2 1/2)2 1/2 −1/2

Continue on the next page
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codon a.a JH JV JH,3 JV,3 codon a.a. JH JV JH,3 JV,3

CGA Arg R (1/2 1/2)2 1/2 −1/2 UGA Ter (1/2 1/2)2 −1/2 −1/2

CAC His H (1/2 1/2)4 1/2 1/2 UAC Tyr Y (3/2 1/2)2 −1/2 1/2

CAU His H (1/2 1/2)4 −1/2 1/2 UAU Tyr Y (3/2 1/2)2 −3/2 1/2

CAG Gln Q (1/2 1/2)4 1/2 −1/2 UAG Ter (3/2 1/2)2 −1/2 −1/2

CAA Gln Q (1/2 1/2)4 −1/2 −1/2 UAA Ter (3/2 1/2)2 −3/2 −1/2

GCC Ala A 3/2 3/2 3/2 1/2 ACC Thr T 3/2 3/2 1/2 1/2

GCU Ala A (1/2 3/2)1 1/2 1/2 ACU Thr T (1/2 3/2)1 −1/2 1/2

GCG Ala A (3/2 1/2)1 3/2 −1/2 ACG Thr T (3/2 1/2)1 1/2 −1/2

GCA Ala A (1/2 1/2)1 1/2 −1/2 ACA Thr T (1/2 1/2)1 −1/2 −1/2

GUC Val V (1/2 3/2)2 1/2 1/2 AUC Ile I 3/2 3/2 −1/2 1/2

GUU Val V (1/2 3/2)2 −1/2 1/2 AUU Ile I 3/2 3/2 −3/2 1/2

GUG Val V (1/2 1/2)3 1/2 −1/2 AUG Met M (3/2 1/2)1 −1/2 −1/2

GUA Val V (1/2 1/2)3 −1/2 −1/2 AUA Ile I (3/2 1/2)1 −3/2 −1/2

GGC Gly G 3/2 3/2 3/2 −1/2 AGC Ser S 3/2 3/2 1/2 −1/2

GGU Gly G (1/2 3/2)1 1/2 −1/2 AGU Ser S (1/2 3/2)1 −1/2 −1/2

GGG Gly G 3/2 3/2 3/2 −3/2 AGG Arg R 3/2 3/2 1/2 −3/2

GGA Gly G (1/2 3/2)1 1/2 −3/2 AGA Arg R (1/2 3/2)1 −1/2 −3/2

GAC Asp D (1/2 3/2)2 1/2 −1/2 AAC Asn N 3/2 3/2 −1/2 −1/2

GAU Asp D (1/2 3/2)2 −1/2 −1/2 AAU Asn N 3/2 3/2 −3/2 −1/2

GAG Glu E (1/2 3/2)2 1/2 −3/2 AAG Lys K 3/2 3/2 −1/2 −3/2

GAA Glu E (1/2 3/2)2 −1/2 −3/2 AAA Lys K 3/2 3/2 −3/2 −3/2

TABLE 2: Deljenje brojeva zapisanih u potpunom komplementu

From Table 2, the dinucleotide states formed by the first two nucleotides in
a codon can be put in correspondence with quadruplets, doublets or singlets of
codons relative to an amino-acid. Note that the sextets (resp. triplets) are viewed
as the sum of a quadruplet and a doublet (resp. a doublet and a singlet). Let us
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define the “charge” Q of a dinucleotide state by

Q = JH,3 +
1
4

CV (JV,3 +1)− 1
4

(3)

Jα,3 (α = H,V ) stands for the diagonalised sl(2)α generator.
The dinucleotide states are then split into two octets with respect to the

charge Q: the eight strong dinucleotides associated to the quadruplets (as well
as those included in the sextets) of codons satisfy Q > 0, while the eight weak
dinucleotides associated to the doublets (as well as those included in the triplets)
and eventually to the singlets of codons satisfy Q < 0. Let us remark that by the
change C↔ A and U↔G, which is equivalent to the change of the sign of Jα,3 or
to reflexion with respect to the diagonals of the eq.(1), the 8 strong dinucleotides
are transformed into weak ones and vice-versa.

Let us recall that a Casimir operator Cα can be defined for Uq→0(sl(2)α) in
the crystal basis. It commutes with Jα± and Jα,3 and its eigenvalues on any vector
basis of an irreducible representation of highest weight j is j( j+ 1), that is the
same as the undeformed standard second degree Casimir operator of sl(2). Its
explicit expression is

Cα = (Jα,3)
2 + 1

2 ∑
n∈Z+

n

∑
k=0

(Jα−)
n−k(Jα+)

n(Jα−)
k (4)

2.2. Applications

Sum rules of codon usage probabilities Let XZN be a codon in a multiplet
encoding an amino acid, where the labels X ,Z,N stands for any of the four bases
A,C,G,U/T . We define the relative frequency of usage of the codon XZN as the
ratio between the number of times nXZN the codon XZN is used in the biosyn-
thesis of the amino acid, and the total number ntot of synthesised amino acid,.
Then, the frequency of usage of a codon in a multiplet is connected, in the limit
of very large ntot , to its probability of usage P(XZN):

P(XZN) = lim
ntot→∞

nXZN

ntot
(5)

with the normalization

P(XZA)+P(XZC)+P(XZG)+P(XZU) = 1 (6)

The aim of the paper [2] was to investigate this aspect and to predict a
general law which should be satisfied by all the biological species belonging to
vertebrates.

Assuming the dependence of the amino-acid to be completely determined by
the set of labels Js, we write

P(XZN) = P(b.s.;JH ,JV ,JH,3,JV,3) (7)

Let us now make the hypothesis that we can write the r.h.s. of eq. (7) as the
sum of two contributions: a universal function ρ independent on the biological
species at least for vertebrates and a b.s. depending function fbs, i.e.

P(XZN) = ρ
XZ(JH ,JV ,JH,3,JV,3) + f XZ

bs (JH ,JV ,JH,3,JV,3) (8)
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¿From the analysis of the available data, we assume that the contribution of
fbs is not negligible but could be smaller than the one due to ρ. As each state
describing a codon is labelled by the quantum labels of two commuting sl(2), it
is reasonable, at first approximation, to assume

f XZ
bs (JH ,JV ,JH,3,JV,3)≈ FXZ

bs (JH ;JH,3) + GXZ
bs (JV ;JV,3) (9)

Now, let us analyse in the light of the above considerations the usage probability
for the quartets Ala, Gly, Pro, Thr and Val and for the quartet sub-part of the
sextets Arg (i.e. the codons of the form CGN), Leu (i.e. CUN) and Ser (i.e. UCN).
For Thr, Pro, Ala and Ser we can write, using Table 2 and eqs. (7)-(9), with
N = A,C,G,U ,

P(NCC)+P(NCA) =

ρ
NC
C+A +FNC

bs ( 3
2 ;x)+GNC

bs ( 3
2 ;y)+FNC

bs ( 1
2 ;x′)+GNC

bs ( 1
2 ;y′) (10)

where we have denoted by ρNC
C+A the sum of the contribution of the universal

function (i.e. not depending on the biological species) ρ relative to NCC and
NCA, while the labels x,y,x′,y′ depend on the nature of the first two nucleotides
NC, see Table 2. For the same amino acid we can also write

P(NCG)+P(NCU) =

ρ
NC
G+U +FNC

bs ( 3
2 ;x)+GNC

bs ( 3
2 ;y)+FNC

bs ( 1
2 ;x′)+GNC

bs ( 1
2 ;y′) (11)

Using the results of Table 2, we can remark that the difference between eq. (10)
and eq. (11) is a quantity independent of the biological species,

P(NCC)+P(NCA)−P(NCG)−P(NCU) = ρ
NC
C+A−ρ

NC
G+U = Const. (12)

In the same way, considering the cases of Leu, Val, Arg and Gly, we obtain with
W =C,G

P(WUC)+P(WUA)−P(WUG)−P(WUU) = ρ
WU
C+A−ρ

WU
G+U = Const.

P(CGC)+P(CGA)−P(CGG)−P(CGU) = ρ
CG
C+A−ρ

CG
G+U = Const.

P(GGC)+P(GGA)−P(GGG)−P(GGU) = ρ
GG
C+A−ρ

GG
G+U = Const.

(13)

Since the probabilities for one quadruplet are normalised to one, from eqs. (11)-
(13) we deduce that for all the eight amino acids the sum of probabilities of
codon usage for codons with last A and C (or U and G) nucleotide is independent
of the biological species, i.e.

P(XZC)+P(XZA) = Const. (XZ = NC,CU,GU,CG,GG) (14)

Moreover, assuming that for sextets the functions F and G depend really on the
nature of the encoded amino acid rather than on the dinucleotide, we derive
in a completely analogous way as above that for the amino acid Ser the sum
P′C+A(S) = P(UCA)+P(AGC) is independent of the biological species. Note that
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we normalize to 1 the probabilities of a quartet in a sextet. The results are re-
ported in Table 3.

A statistical discussion of the sum rules, in the more general context of cor-
relations between the probabilities P(XZN), can be found in [9].

An analysis with more recent data for more biological species can be found
in [10].

2.3. Physico-chemical properties of amino-acids: relations and
predictions

It is a known observation that a relationship exists between the codons and the
physical-chemical properties of the coded amino acids. The observed pattern is
read either as a relic of some kind of interaction between the amino acids and
the nucleotides at an early stage of evolution or as the existence of a mechanism
relating the properties of codons with those of amino acids.

It is also observed that the relationship depends essentially on the nature of
the second nucleotide in the codons and it holds when the second nucleotide is
A, U, C, not when it is G. To our knowledge neither the anomalous behaviour of
G nor the existence of a closest relationship between some of the amino acids is
understood. In [3] we provided an explanation of both these facts in the frame-
work of the crystal basis model of the genetic code.

Relationship between the physical-chemical properties of amino acids We
assume that some physical-chemical property of a given amino acid are related
to the nature of the codons, in particular they depend on the following mathe-
matical features, written in hierarchical order:

1. the irreducible representation of the dinucleotide formed by the first two
nucleotides;

2. the sign of the charge Q eq.(3) on the dinucleotide state;
3. the value of the third component of JV,3 inside a fixed irreducible represen-

tations for the dinucleotides;
4. the upper label(s) of the codon irreducible representation(s);

Not all the physical-chemical properties are supposed to follow the scheme
above; some of them are essentially given by the specific chemical structure of
the amino acid itself.

We have compared our theoretical predictions with 10 physical-chemical
properties:

– the Chou-Fasman conformational parameters Pα , Pβ and Pτ which gives a
measure of the probability of the amino acids to form respectively a helix, a
sheet and a turn. The sum Pα +Pβ appears more appropriate to characterise
the generic structure forming potential and the difference Pα −Pβ the helix
forming potential, this quantity depending more on the particular amino
acid. So we compare with Pα + Pβ and Pτ ;

– the Grantham polarity PG;
– the relative hydrophilicity R f ;
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– the thermodynamic activation parameters at 298 K: ∆H (enthalpy, in kJ/mol),
∆G (free energy, in kJ/mol) and ∆S (entropy, in J/mole/K);

– the negative of the logarithm of the dissociation constants at 298 K: pKa for
the α-COOH group and pKb for the α-NH+

3 group;
– the isoelectronic point pI, i.e. the pH value at which no electrophoresis oc-

curs.

In summary, for a detailed discussion see [3], we found that the values of
physical-chemical properties show, with a few exceptions, a pattern of correla-
tions which is expected from the assumptions of the crystal basis model. The
remarked property that the amino acids coded by codons whose second nu-
cleotide is G do not share similarity in the physical-chemical properties with
other amino acids does find an explication in the model, as it is immediate to
verify that there are no two states with G in second position which share simul-
taneously the properties of belonging to the same irreducible representation and
being characterised by the same value of Q.

Finally, some quantities not yet measured at the time we completed the work,
are predicted: for Asp and Glu, one should find ∆H ≈ 60 kJ/mol, −∆S ≈ 135
kJ/mol/K and ∆G≈ 100 kJ/mol.

3. PART 2: A “minimum” principle in the genetic code

3.1. A “minimum” principle in the mRNA editing

The mathematical formulation of a sequence in RNA or DNA in the crystal basis
model allows to investigate if some “minimum” principle can be applied to the
genetic code.

In [8], we have investigated the possibility to explain the position of a nu-
cleotide insertion in mRNA, the so called mRNA editing. The deep mechanism
which causes RNA editing is still unknown. The understanding of the event is
complicated: from a thermodynamics point of view a change, i.e. C → U, takes
place if it is favored in the change of entalpy or entropy, but should this be the
case, the change should appear in all the organisms. Moreover from a micro-
scopic (quantum mechanical) point of view, the change should occur in both
directions, i.e.. C ↔ U. It seems that the primary aim of mRNA editing is the
evolution and conservation of protein structures, creating a meaningful coding
sequence specific for a particular amino acid sequence.

The purpose of the paper [8] was to propose an effective model to describe
the RNA editing. Our model does not explain why, where and in which organisms
editing happens, but it gives a framework to understand some specific features
of the phenomenon.

A consequence of the crystal basis model is that any nucleotide sequence is
characterized as an element of a vector space. Therefore, functions can be de-
fined on this space and can be computed on the sequence of codons. In particular
any codon is identified by a set of four half-integer labels and functions can be
defined on the codons. We make the assumption that the location sites for the

BelBI2016, Belgrade, June 2016. 127



A. Sciarrino

TABLE 3: Mean value, standard deviation and χ2 for the probabilities PN corre-
sponding to quartets, computed over 35 vertebrates.

Pro PC PU PA PG PC+A PC+U PC+G
x 0.325 0.279 0.271 0.124 0.596 0.605 0.450
σ 0.046 0.034 0.037 0.028 0.029 0.037 0.057
χ2 6.4 9.7 9.7 5.1 11.9 4.3 5.2

Thr PC PU PA PG PC+A PC+U PC+G
x 0.373 0.235 0.269 0.123 0.642 0.608 0.496
σ 0.053 0.031 0.042 0.027 0.027 0.034 0.066
χ2 4.8 10.2 7.6 9.9 6.4 7.1 12.9

Ala PC PU PA PG PC+A PC+U PC+G
x 0.390 0.282 0.216 0.112 0.605 0.672 0.502
σ 0.050 0.035 0.038 0.027 0.034 0.033 0.060
χ2 6.6 4.8 3.4 1.3 11.6 3.0 7.8

Ser PC PU PA PG PC+A PC+U PC+G
x 0.373 0.307 0.224 0.096 0.597 0.680 0.469
σ 0.039 0.030 0.036 0.018 0.021 0.037 0.047
χ2 8.7 19.5 5.7 5.3 1.0 5.4 12.3

Val PC PU PA PG PC+A PC+U PC+G
x 0.259 0.173 0.101 0.466 0.361 0.432 0.725
σ 0.026 0.035 0.033 0.045 0.027 0.032 0.057
χ2 4.8 17.9 9.7 12.9 10.6 4.5 6.2

Leu PC PU PA PG PC+A PC+U PC+G
x 0.252 0.150 0.083 0.516 0.334 0.402 0.767
σ 0.019 0.034 0.027 0.044 0.022 0.024 0.056
χ2 8.7 5.1 10.8 13.6 2.2 7.9 13.8

Arg PC PU PA PG PC+A PC+U PC+G
x 0.343 0.181 0.184 0.292 0.527 0.524 0.635
σ 0.039 0.061 0.031 0.056 0.024 0.068 0.064
χ2 7.3 16.2 10.5 14.6 3.5 15.8 12.7

Gly PC PU PA PG PC+A PC+U PC+G
x 0.321 0.185 0.271 0.223 0.592 0.506 0.544
σ 0.041 0.041 0.042 0.047 0.020 0.025 0.079
χ2 5.5 15.3 14.8 18.8 9.9 10.7 19.7

insertion of a nucleotide should minimize the following function for the mRNA
or cDNA

A0 = exp

[
−∑

k
4αc Ck

H + 4βc Ck
V + 2γcJk

3,H

]
(15)

where the sum in k is over all the codons in the edited sequence, Ck
H (Ck

V ) and Jk
3,H

(Jk
3,V ), are the values of the Casimir operator, see eq.(4) and of the third com-

ponent of the generator of the sl(2)H (sl(2)V ), in the irreducible representation
to which the k-th codon belongs, see Table 2. In (15) the simplified assumption
that the dependence of A0 on the irreducible representation to which the codon
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belongs is given only by the values of the Casimir operators has been made. The
parameters αc,βc,γc are constants, depending on the biological species.

The minimum of A0 has to be computed in the whole set of configurations
satisfying to the constraints:

– the starting point should be the mtDNA;
– the final peptide chain should not be modified.

It is obvious that the global minimization of expression eq.(15) is ensured if
A0 takes the smallest value locally, i.e. in the neighborhood of each insertion site.
The form of the function A0 is rather arbitrary; one of the reasons of this choice
is that the chosen expression is computationally quite easily tractable. If the
parameters αc,βc,γc are strictly positive with γc/6 > βc > αc, the minimization of
eq.(15) explains the observed configurations in almost all the considered cases,
for more details see [8].

In order to take into account the observed fact that the dinucleotide pre-
ceding the insertion site is predominantly a purine-pyrimidine, in some cases
eq.(15) has to be multiplied by A1

A1 = exp

[
∑

i
−4ω1c j(i)3,V · j(i−1)

3,V +4ω2c j(i)3,V · j(i−2)
3,V

]
(16)

The sum in i is over the insertion sites and j(i−n)
3,V is the value of the third com-

ponent of the generator of V -sl(2) of the n-th nucleotide preceding the inserted
nucleotide C (i.e. +1/2 for C, U and −1/2 for G, A) and ω1c,ω2c are constants,
depending on the biological species.

Moreover, we make the assumption that the location sites for the insertion of
a U nuleotide should minimize the following function for the mRNA:

A ′
0 = exp

[
−∑

k
4αu Ck

H + 4βu Ck
V + 2γuJk

3,H

]
(17)

We have shown:

– for Physarum polycephalum, in 110 of the 114 sites in which there is an
insertion of C or U, and in all the cases where also an insertion of purine can
produce the same amino acid, the observed mRNA editing makes use of the
nucleotide C or U which does minimize A = A0A1;

– for kinetoplastid protozoa genes, the U insertion in all the cases, but two, the
function A ′ is minimized. This last function is also minimized in the case of
C→ U substitution editing.

3.2. The “minimum” principle to explain the codon bias

A codon-anticodon interaction potential has beeb proposed [4], still in the frame-
work of the “Crystal Basis Model”. The minimization of this interaction has al-
lowed to determine:
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– the structure of the minimum set of 22 anticodons allowing the translational-
transcription for animal mitochondrial code [4],

– to study the evolution of the genetic code, with 20 amino-acids encoded
from the beginning, in particular the determination of the structure of the
anticodons in the Ancient, Archetypal and Early Genetic codes was obtained
[5]. Most of our results agree with the generally accepted scheme;

– to provide inequalities between codon usage probabilities for quartets of
codons [6].

In the following we will review the third point, for a review of the first two
points see [11].

As already stated the genetic code is degenerate in the sense that a multiplet
is used to encode most of the amino-acids. Some codons in the multiplets are
used much more frequently than others to encode a particular amino-acid, i.e.
there is a “codon usage bias”. The non-uniform usage of synonymous codons is
a widespread phenomenon and it is experimentally observed that the pattern of
codon usage varies between species.

No clear indication comes out for the existence of one or more factors which
universally engender the codon bias, on the contrary the role of some factors is
controversial.

In [4] we have described the codon-anticodon interaction by means of an
operator T given by

T = 8cH Jc
H · Ja

H +8cV Jc
V · Ja

V (18)

which has to be computed between the “states”, which can be read from table
describing the codon and anticodon in the “crystal basis model”, where:

– cH .cV are constants depending on the “biological species” and weakly de-
pending on the encoded a.a., as we will later specify.

– Jc
H ,J

c
V (resp. Ja

H ,J
a
V ) are the labels of Uq→0(su(2)H ⊕ su(2)V ) specifying the

state
describing the codon XY Z (resp. the anticodon NYcXc pairing the codon
XY Z).

– Jc
α · Ja

α (α = H,V ) should be read as

Jc
α · Ja

α =
1
2

{
(Jc

α ⊕ Jα
a)2− (Jc

α)
2− (Ja

α)
2
}

(19)

and Jc
α ⊕ Ja

α ≡ JT
α stands for the irreducible representation which the codon-

anticodon state under consideration belongs to, the tensor product of Jc
α and

Ja
α being performed according to the rule of [7], choosing the codon as first

vector and the anticodon as second vector. Note that Jα
2 should be read as

the Casimir operator whose eigenvalues are given by Jα(Jα +1).

We write both codons (c) and anticodons (a) in 5”→ 3” direction. As an an-
ticodon is antiparallel to codon, the 1st nucleotide (respectively the 3rd nu-
cleotide) of the anticodon is paired to the 3rd (respectively the 1st) nucleotide
of the codon.

In the following, we will be concerned about amino acids encoded by quar-
tets. For the ones encoded by a sextet, that we consider as the sum of a quartet
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and a doublet, only the quartet will be considered. The method we developed
is essentially based on the determination of the minimum values of an oper-
ator which can be seen as an interaction potential between a codon and its
corresponding anticodon. A possible general pattern of the bias is searched by
deriving inequalities for the codon usage probabilities.

We have to minimize an expression of the type:

Tav(N′Y X ′′, XY N) = ∑
N

PN < N′Y ′′X ′′|T |XY N >

= PC < N′Y ′′X ′′|T |XYC >+PU < N′Y ′′X ′′|T |XYU >

+PG < N′Y ′′X ′′|T |XY G >+PA < N′Y ′′X ′′|T |XYA > (20)

Let us recall that the expression < N′Y ′′X ′′|T |XY N > has to be read as

< N′Y ′′X ′′|T |XY N >≡T
(
|XY N >⊗|N′Y ′′X ′′ >

)
= T

(
|Jc

H ,J
c
V ;Jc

H,3,J
c
V,3 >⊗|Ja

H ,J
a
V ;Ja

H,3,J
a
V,3 >

)
= λ

(
|Jc

H ,J
c
V ;Jc

H,3,J
c
V,3 >⊗|Ja

H ,J
a
V ;Ja

H,3,J
a
V,3 >

)
(21)

where we have used the correspondence

|XY N > → |Jc
H ,J

c
V ;Jc

H,3,J
c
V,3 >

|N′Y ′′X ′′ > → |Ja
H ,J

a
V ;Ja

H,3,J
a
V,3 > (22)

and λ is the eigenvalue of T on the state |Jc
H ,J

c
V ;Jc

H,3,J
c
V,3 >⊗|Ja

H ,J
a
V ;Ja

H,3,J
a
V,3 >,

see [4] for more details. As the PXY N have to satisfy, in addition to eq.(6), a
set of unknown constraints, we cannot impose the minimization condition in
a rigorous manner, so we proceed by a heuristic method. Using the results of
Subsection 2.2, we are left with only two probabilities in eq.(20) and we try to
argue which from the two present PXY N is enhanced respect to the other one. For
this aim we compare the two probabilities which appear after the substitution of
the other two, using eq.(14), that have the greatest coefficient. In this way we
will get in our expression a constant terms, depending on cH , cV and, generally,
on K (K being the constant which appears in the r.h.s. of eq.(14), which has the
highest possible value, without, possibly, any specific assumption on the value
of the parameters, except for the assumed sign. Then, in order to minimize the
expression, it is reasonable to require that the probability with the lowest coeffi-
cient has a higher value than the other one. Nextly, in some cases, we can derive
another inequality for the complementary probabilities, according to K > 0,5 or
K < 0,5.

For a more detailed discussion of the difference between the minimization
procedure for the Early Genetic Code and the Eukaryotic Genetic Code, as well
as on the assumed behavior of the coefficient cH and cV we refer to [6].

The outcomes derived, which we summarize in Table 4, are in an amazing
agreement with the observed data, nevertheless the over-simplifying assump-
tions of our theoretical scheme and despite that in the real world the number
of operating anticodons is greater that the minimum number 31, which implies
that the matching of an a.a. encoded by a quartet is done by more than two
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anticodons. Moreover let us remark that the results found in the Early Genetic
Code survive in the Eukaryotic Genetic Code, suggesting that we have caught
some feature of a very relevant mechanism. So we argue that codon-anticodon
interaction plays a relevant role in the codon usage bias. Moreover it seems that,
in despite of its apparently fragmented behavior, the codon bias exhibits a sort
of universal feature that our approach and the Crystal Basis Model is able to take
into account.

TABLE 4: Inequalities derived in the Early and in the Eukaryotic Genetic Code.
The value of the parameters cH and cV is different in the two codes.

Early Code Eukaryotic Code
a.a. Parameters Inequalities Parameters Inequalities

Thr — PC > PG |cH |< 3 |cV | PC > PU
|cH |> 3 |cV | PC > PG

Arg — — |cV |< |cH |< 2 |cV | PC > PG
|cH |< |cV | PC > PU

Pro |cV |< cH PA > PU |cV |< 1/4 |cH | PC > PU
|cV |> cH PA > PG |cV |> 1/4 |cH | PU > PC,PA > PG

Leu — PG > PC |cH |< 2/3 |cV |, PU > PC
|cH |> 2/3 |cV |, PC > PU , PG > PA

Ala |cV |< cH PU > PA, PC > PG — PC > PU
|cV |> cH PU > PC, PA > PG

Gly — — |cH |< |cV | PC > PG
|cH |> |cV | PG > PC, PA > PU

Val |cV |< 4cH PC > PG,PU > PA |cH |< 3|cV | PC > PU ,PG > PA
|cV |> 4cH PC > PU , PG > PA |cH |> 3|cV | PC > PG, PU > PA

Ser |cV |< 3cH PG > PC,PA > PU |cV |< 5
4 |cH | PC > PU

|cV |> 3cH PG > PA,PC > PU |cV |> 5
4 |cH | PU > PC, PA > PG

4. Conclusions

The presented model for the genetic code is an attempt towards a theoretical
and mathematical approach in the complex domain of the sciences of life.

Starting from the idea that codons can be seen as composite states of the
4 nucleotides, we have built up a mathematical parametrization which can be
useful to deal with several and different aspect of the genetic code as well as of
the DNA or RNA sequences.

¿From the so far obtained results, we believe worthwhile to pursue inves-
tigations in the framework of our model. Such developments could be carried
out as well as in the mathematical side as in the phenomenological one. Let
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us for example note the construction of a distance 3 between two sequences of
DNA or RNA [13] still in the framework of our model: this work deserves to be
developed and applied.
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Abstract. We discuss the perspectives of the algebraic topology of graphs
in the analysis of functional multi-brain networks, based on the original
work in [1]. The multi-brain graphs represent the correlations among the
sets of EEG signals simultaneously recorded during the speaker-listener
communications. We demonstrate how the analysis reveals the structure
of the higher-order complexes in the active brain areas of each speaker
and listener as well as the composition of the cross-brain correlations. Fur-
ther, we discuss the potentials of the approach to study the temporal de-
velopment of attention and detecting the disease-related shifts in the brain
activity patterns from the suitably recorded brain imaging data.
Keywords: brain imaging data, algebraic topology of graphs, brain func-

tional networks, inter-brain coordination

1. Introduction

In recent years, mapping the brain imaging data onto brain networks and the
objective analysis using graph theory methods provided a new framework for
better understanding the functional brain connections. In particular, it has been
recognised which brain areas are related to information processing, cognitive
control, the perception of space, time, numbers, and languages, the impact of
emotions, substances, or the presence of disease [2–6]. On the other hand, the
architecture of brain connections underlying human social behaviour, known
as the social brain [7, 8], remains largely unexplored. The reasons are twofold.
First, it is technically demanding to provide a simultaneous recording of mul-
tiple persons during the social interactions. Recently, brain imaging methods
are being extended to simultaneous recording the brain activity in a group of
individuals during a social communication [9–11]. The data collected in these
studies provide a basis to analyse the social impact onto the brain function.
Moreover, complex interactions among many different brain areas underly the
social conduct and can be influenced by the social activity. The mechanisms
include the mirror neurones, synchronization among particular brain regions,
the use of emotions, as well as the complex processing and interpretation of
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different aspects of the communicated contents and stimuli [7–11]. Hence, it
is the organisation of connections into different higher-order structures that can
potentially measure the functional patterns of the social brain rather than the
mere presence of a particular relationship. These structural characteristics of
the brain connectivity go beyond the standard graph theory methods, which are
commonly applied to analyse the brain networks [2, 3]. Moreover, the corre-
sponding activity patterns are likely to involve the nodes belonging to different
standard modules, detectable at the mesoscopic scale [12].

To analyse the higher order structures occurring in the functional muti-brain
networks, recently, we proposed [1] to apply the methods of the algebraic topol-
ogy of graphs [13–18]. In particular, we consider the correlations among sets of
EEG signals, which are simultaneously recorded in a group of participants during
the speakerlistener communications [11]. We have demonstrated that, despite
the similarity in the brain connectivity patterns, each brain possesses specific
connectivity that gives raise the higher organised structures. These higher-order
complexes, readily detectable by mathematical techniques of Q-analysis [18],
are strictly related to the brain activity level and positively correlate with the
participant’s self-rating of the understanding the communicated subject and the
narrative qualities of the speaker. Hence, the techniques of the algebraic topol-
ogy open a new perspective towards understanding the social impact to the
brain functional connections, a subject that remains largely elusive to the stan-
dard methods.

Here, we briefly summarise the methodology and demonstrate how the in-
troduced topology measures correlate with the brain activity of the individual
and cross-brain connections. As the example, we consider the data of two par-
ticipants with a different role. Further, we discuss the potentials of the approach
to analyse the shifts in the brain activity in the course of a process and possibility
to detect a pattern related to a particular disease.

2. Multi-Brain Graphs and their Hidden Topology

The considered EEG signals recorded in [11] comprise of 63 channels in each
of 14 individuals; the correlation matrix thus consists of 882× 882 array ele-
ments, representing the Pearson’s coefficient of all pairs of the channels, filtered
to remove the redundant correlations and thresholded to keep the correlations
where a non-Gaussian distribution applies (see detailed discussion in [1]). The
resulting multi-brain graph is then analysed using the methods of graph theory
and algebraic topology of graphs.

In the entire multi-brain network (MBN) we distinguish the single-brain net-
works (SBNs), constituting the 14 diagonal blocks of the size 63×63, the cross-
linking between each pair of brains, identified as off-diagonal blocks 63×63 ele-
ments, as well as the mesoscopic structures (communities) extending over many
brains. In general, the correlations inside a particular SBN are stronger than the
inter-brain connections. However, a significant number of inter-brain connection
remain after the filtering procedure, suggesting the substantially important con-
nections between different brains. The analysis of the MBN and its subgraphs
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above reveals the structural characteristics described in the following, cf. Figs.
1, 2, 3, 4.

– The community structure beyond SBNs involves parts of different brains,
which appear to be connected through their frontal-to-frontal or parietal-
to-parietal areas. Fig. 1 shows several such communities in the MBN eval-
uated at a larger correlation threshold as compared to the case discussed
in [1]. Notably, the density of the inter-brain connections between frontal
brain areas is large leading to topologically recognised communities. Simi-
larly, the communities of parietal brain areas belonging to different brains
can be identified. While, the frontal-parietal connections within the same
brain, although being stronger, are rare and the corresponding brain areas
belong to two distinct communities.

FIG. 1: Multi-brain network at elevated threshold of the correlations. The com-
munities, marked by different colors, occur across brains by connecting frontal-
to-frontal and parietal-to-parietal brain areas.

– While the SBN are statistically similar at the graph level, i.e., by the number
of nodes and links, they differ by the presence/absence of a particular link
(network distances) and even more significantly by the organisation of these
links. The higher-order organised structures are recognised by the presence
of simplexes (triangles, tetrahedra, and cliques of potentially higher dimen-
sion) and their complexes, identifiable by the appropriate algorithms [17].
We have shown [1] that the differences in the topology of SBN vary with the
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quality of the speakerlistener communication, which also depends on the
communicated content.

FIG. 2: The brain activity networks corresponding to the correlations of the EEG
signals, indicated by the labels, for two speakers (top row), and two listeners
(bottom row).

– The inter-brain connections, for instance, between the speaker and the lis-
tener shown in Fig. 3, are closely related to the quality of coordination be-
tween the two brains. They reflect both the similarities/differences in the
brain activity patterns, which can be detected by comparisons of the corre-
sponding SBNs, as well as the high/low coordination between the brains. As
discussed in detail in [1], the inter-brain coordination which is represented
by a significant number of cross-brain links and the presence of the higher
organised structures corresponds to a right understanding of the communi-
cated subject and the high grades to the speaker’s narrative qualities. On
the other hand, the listener’s self-rating experience which includes the low
narrative attributes of the speaker and uninteresting or confusing subject is
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also manifested in the presence a few inter-brain links and poor topology of
the cross-brain graph, cf. Fig. 3 left panel.

FIG. 3: Cross-brain connections corresponding to a weak speaker–listener coor-
dination (left) and a good coordination (right).

Clique-complex algorithms determine the appearance of cliques in a particu-
lar graph [18, 17]; the presence and the organisation of these cliques are char-
acterised by the structure vectors. In particular, the components Qq of the first
structure vector (FSV) represent the number of the q-connected classes, where
q = 0,1,2, · · ·qmax indicate the topology levels and qmax coincides with the rank of
the largest cliques in the graph. The second structure vector (SSV) components
nq represent the number of cliques of the order q and larger. The elements of the
third structure vector (TSV) are then derived as Q̂q = 1 = Qq/nq; they represent
a useful measure of the connectivity among the cliques at the indicated topology
level q. The Q-analysis of the SBNs reveals the organisation of the active areas in
the speakers and listeners brain. Further, applying a similar analysis to the off-
diagonal blocks, we determine the composition of the cross-brain correlations.

Fig. 4 in the left panel displays the FSV of the single-brain networks of the
two speakers and the two groups of six participants. It is remarkable that the
listener’s brain activity patterns systematically exhibit a higher topological com-
plexity than the speaker’s. Also, compared to the SBN in Fig. 2, the majority of
the listeners exhibit a larger similarity to the speaker2 than the speaker1. In [1],
the distances between the brain patterns, which is evaluated by comparing the
presence of the exact link in two brains, suggest that all listeners are much closer
to the speaker2 than to the speaker1. Interestingly, the listener’s rating available
from the empirical data indicates the low narrating quality and attractiveness of
the speaker1 as well as the poor understanding of the narrated subject. Simi-
larly, the cross-brain graph of a listener with the speaker1 exhibits much simpler
structure than the one with the speaker2. These graphs are displayed in Fig. 3
and the corresponding TSV in Fig. 4 right panel.
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FIG. 4: (left) The components of the first structure vector Qq as a function of the
topology level q computed for the SBN for the two groups of six listeners and the
two speakers. (right) The third structure vector of the cross-brain graphs shown
in Fig. 3.

3. Discussion: further applications and potentials of the
methodology

The algebraic topology techniques described in the mathematical literature [13–
18] have been applied to describe the structure and dynamics of various complex
systems. For instance, the structure of simplexes was shown to suitably char-
acterises the hierarchical organisation of the online social networks [19], the
characterization and design of the functional materials [20], and the changes of
the dynamical regimes near the jamming transition [21]. In the context of the
functional brain networks [1, 22], the methodology can capture the subtle shifts
in the topology that underly the differences in the brain functional patterns. The
structural complexity of these brain networks is quantified by the number of
simplexes and the structure of the shared faces at each topological level. Our
analysis of multi-brain networks and their characteristic subgraphs (single-brain
networks, cross-brain graphs, communities) suggests that the topology analysis
can suitably capture the inter-brain coordinations.

In this context, the applications of the algebraic topology methods to anal-
yse various brain graphs constructed from the brain imaging data is still at the
beginning. It should be stressed that, while the EEG signals are suitable to em-
body temporally relevant fluctuations in the brain activity, they are measured
at the scalp. Therefore, often the inverse algorithms are needed to evaluate the
deeper cortical sources of the signal and to reconstruct their spatial fluctuations
[23]. Nevertheless, given the synchronous brain dynamics, the EEG recordings
are nowadays considered as valuable sources of the overall brain activity [2].
The approach described in [1] can be directly applied to analyse the social im-
pact onto the brain functional pattern using the simultaneous brain imaging in
various situations. Furthermore, our results indicate that in each SBN topology,
the changes can be detected over time and related to the variations in the at-
tention and the potential role of emotions and other factors in the perception
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of the communicated subject [8, 4]. As an important future application, we see
the possibility to detect the changes in the brain activity patterns that might be
caused by the presence of a neuroactive substance or a particular disease.
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Multi-Brain Connectivity Networks Reveals Dissimilarity in Functional Patterns during
Spoken Communications. PLoS ONE 11(11): e0166787 (2016)

2. Sporns, O.: Structure and function of complex brain networks. Dialogues Clin. Neu-
rosci., 15, No. 3, 247–262, (2013)

3. De Vico Falani, F., Richiardi, J., Chavez, M., Achard, S.: Graph analysis of functional
brain networks: practical issues in translational neuroscience, arXiv:1406.7931

4. Garcia-Martinez B, Martinez-Rodrigo A, Zangrniz Cantabrana R, Pastor Garcia JM,
Alcaraz R. Application of Entropy-Based Metrics to Identify Emotional Distress from
Electroencephalographic Recordings. Entropy (2016) 18(6), 221. Available from:
http://www.mdpi.com/1099-4300/18/6/221. doi: 10.3390/e18060221

5. Padovani EC. Characterisation of the Community Structure of Large-Scale Func-
tional Brain Networks During Ketamine-Mdetomidine Anesthetic Induction. arxiv:q-bio
(2016) arXiv:1604.00002. Available from: https://arxiv.org/abs/1606.04719.

6. Zeng L.-L. et al.: Identifying major depression using whole-brain functional connec-
tivity: a multivariate pattern analysis, Brain, Vol.? (2012)

7. Adolphs R. The Social Brain: Neural Basis of Social Knowledge. Annu Rev Psychol
(2009) 60, 693716. doi: 10.1146/annurev.psych.60.110707.163514. pmid:18771388

8. Krauzlis RJ, Bollimunta A, Arcizet F, Wang L. Attention as an effect not a cause. Trends
in Cognitive Sciences (2016) 18(9), 457464. doi: 10.1016/j.tics.2014.05.008.

9. Yun K, Watanabe K, Shimojo S. Interpersonal body and neural synchronization as a
marker of implicit social interaction. Sci Rep (2012) 2, 959. doi: 10.1038/srep00959.
pmid:23233878

10. Duan L, Liu WJ, Dai RN, Li R, Lu CM, Huang YX, Zhu CZ. Cross-Brain Neurofeedback:
Scientific Concept and Experimental Platform. PLoS ONE (2013) 8(5), e64590. doi:
10.1371/journal.pone.0064590. pmid:23691253

11. Kuhlen, A.K. et al.: Content-specific coordination of listeners to speakers EEG during
communication, Frontiers Human Neurosci., Vol. 6, 266 (2012)

12. Gronchi G, Guazzini A, Massaro E, Bagnoli F. Mapping cortical functions with a local
community detection algorithm. Journal of Complex Networks (2014) 2, 637653. doi:
10.1093/comnet/cnu035.

13. Jonsson J. Simplicial Complexes of Graphs. Lecture Notes in Mathematics, Springer-
Verlag, Berlin; 2008.

14. Atkin, R.H.: An algebra for patterns on a complex, II. Interna-
tional Journal of Man-Machine Studies.8(5):483 ( 1976) Available from:
http://www.sciencedirect.com/science/article/pii/S0020737376800156

15. Kozlov, D.: Combinatorial Algebraic Topology. Springer Series ”Algorithms and Com-
putation in Mathematics”, Vol. 21, Springer-Verlag Berlin Heidelberg (2008)

16. Bandelt, H.J., and Chepoi, V.: Metric graph theory and geometry: a survey, in Good-
man, J. E.; Pach, J.; Pollack, R., Eds. ”Surveys on Discrete and Computational Geometry:
Twenty Years Later”. vol. 453. Providence, RI: AMS (2008)

17. Bron, C., Kerbosch, J.: Finding all cliques of an undirected graph. Comm ACM 16
(1973)

140 BelBI2016, Belgrade, June 2016.



Multi-Brain Networks

18. Gould, P.: Q-analysis, or a language of structure: an introduc-
tion for social scientists, geographers and planners. International
Journal of Man-Machine Studies.13(2):169 ( 1980) Available from:
http://www.sciencedirect.com/science/article/pii/S0020737380800095.
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Abstract. There is an increasing body of data suggesting the association
of infection with the protozoan parasite Toxoplasma gondii and schizophre-
nia. In this study, we employed a combination of data mining and bioinfor-
matics to investigate whether any genes from loci which harbor schizophre-
nia associated single nucleotide polymorphisms (SNP) are involved in the
immune response to Toxoplasma gondii infection. Of the 208 unique pro-
tein coding genes in 22 schizophrenia associated loci, 108 differ in ex-
pression by at least 30% with respect to controls according to data mining
of published microarrays. Functional annotation clustering of those genes
was used to select HLA-DQA1, TAP1, TAP2, PSMB8, EGFL8, LY6G6C, C4A
and CFB for expression validation by real time PCR in peripheral blood
of schizophrenia patients and controls. Preliminary results suggest that
the levels of expression of HLA-DQA1 and TAP2 differ in T. gondii in-
fected schizophrenia patients from T. gondii infected individuals without
schizophrenia.

Keywords: bioinformatics, data mining, gene expression, Toxoplasma gondii

1. Introduction

Through an ingenious combination of conclusions drawn from various studies,
infection with the ubiquitous neurotropic parasite T. gondii has become associ-
ated with schizophrenia (SCZ). The working hypothesis is that T. gondii plays
a role in the etiology of SCZ. The most cited evidence which gave rise to this
hypothesis are repeated observations of neurological symptoms and unusual be-
havior in experimentally infected animals, accompanied by increased levels of
dopamine [1–5]. The discovery of the parasites intrinsic ability to manipulate
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levels of dopamine and GABA, which are key neurotransmitters dysregulated in
SCZ, has incited research to determine whether this could be the mechanism by
which it affects its hosts behavior [2, 6, 7]. Several studies have reported higher
seroprevalence of anti T. gondii antibodies in SCZ patients [2–8]. Additionally,
longitudinal clinical studies have shown that children from mothers with high
specific anti T. gondii IgG titers have an increased risk of developing SCZ later
in life [9]. Others have shown serointensity to be higher in SCZ patients in-
fected with T. gondii when compared to infected individuals without SCZ [10].
Remarkably, pre-pulse inhibition of the startle reflex (PPI), which is deficient
in SCZ patients [11–13], may also be deficient or dysregulated in people [14]
and rodents [15] infected with T. gondii. Despite the fact that the etiology of
SCZ is notoriously difficult to study due to the usual late onset, staggering diver-
sity of clinical manifestations and complex genetics, some insights are emerging.
GWAS studies have accumulated evidence which suggests that this disorder may
be a result of distinct SNP patterns [16, 17]. A particularly strong association has
been suggested for SNPs which occur in the MHC region, hinting at the possibil-
ity of immune involvement and thus again implicating infection as a potential
contributor to the etiology [17]. The majority of SNPs discovered thus far tend
to occur in non-coding regions, which complicates matters. This finding points
to the conclusion that SCZ is unlikely to be caused predominantly by faulty or
inactive proteins and that other factors such as alterations in gene expression,
splicing and methylation could play a role. For the purposes of this study, we
chose to look at the expression of selected genes which reside in SCZ associated
loci with genome wide significance as determined by GWAS and are involved in
the immune response to T. gondii infection in peripheral blood of infected and
uninfected SCZ patients and non SCZ controls.

2. Materials and Methods

2.1. Data mining / Bioinformatics Approach

To obtain genes associated with SCZ, we looked at published GWAS data. One
study was selected because it featured a multistage GWAS approach which re-
sulted in 22 loci with genome wide significance for schizophrenia [17]. A num-
ber of the loci had been previously published, while 13 were novel. A list of genes
residing in those loci was obtained using the UCSC genome browser. To investi-
gate the expression of those genes in T. gondii infection, we mined published mi-
croarrays of murine brain homogenates (Br) and lymphocytes (Ly) during acute
infection with T. gondii type II strain ME49 [18]. We selected a cutoff value of
30% change in expression to represent significant changes with respect to un-
infected controls. The group of genes with expression levels above the cutoff in
both Br and Ly was analyzed with the functional annotation clustering algorithm
included in the DAVID 6.7 bioinformatics suite (https://david.ncifcrf.gov/). The
following genes: HLADQA1, TAP1, TAP2, C4A, CFB, PSMB8, EGFL8, LY6G6C,
from the most significantly enriched cluster were selected for expression analy-
sis of human peripheral blood. 2.2. Gene expression analysis in a patient series
The study group consisted of SCZ patients (n=101) recruited at the Institute
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for mental health (IMH), Belgrade, during regular follow-up since Dec. 2013.
All patients were tested for T. gondii infection during an exacerbation episode
or when they presented for routine control (no first episode of SCZ). A series of
age-matched patients screened for toxoplasmosis at the Serbian national refer-
ence laboratory for toxoplasmosis (NRLToxo) was included as a control group.

2.2. Toxoplasmosis diagnostic assays

Serology was performed using the VIDAS system (bioMerieux, France) for quan-
tification of T. gondii specific IgG and IgM antibodies and the avidity of the T.
gondii specific IgG antibody.

2.3. Real time PCR and relative quantification

Total RNA was isolated from the cellular fraction of a 5ml whole blood sample
using TriZol reagent (Life Technologies, Grand Island, NY), and converted into
first strand cDNA using the RevertAid kit (Life Technologies,Grand Island, NY).
Real time PCR was performed with the HiGreen commercial mastermix (Life
Technologies, Grand Island, NY) in a StepOnePlus instrument (Applied Biosys-
tems, Foster City, CA, USA). Relative fold changes were calculated using the
∆∆Ct method.

3. Results

The 22 schizophrenia loci we looked into contained over 480 annotated se-
quences, which included splice variants of a number of genes, pseudogenes and
miRNAs. Despite a thorough search of the literature and online data reposito-
ries, we were unable to find a suitable human transcriptome dataset to mine
for expression values of the sequences we obtained from the GWAS. Instead, we
selected a murine transcriptome dataset which represents gene expression in Br
homogenates and Ly of Balb/c mice in acute infection with the T. gondii strain
Me49. In light of that, the sequences from the SCZ loci had to be converted to
their murine homologs and as a result, all pseudogenes and miRNAs were elim-
inated and only major splice variants were retained. The number of sequences
we could analyze was further reduced by the lack of appropriate oligonucleotide
probes on the array. Ultimately, we were able to obtain expression levels for a
total of 208 genes from SCZ associated loci. This number of genes however is
still far too large to be assayed by real time PCR but also far too small to justify
running microarrays. To further reduce the number, we applied a cutoff value of
30% change in expression with respect to uninfected controls. The cutoff value
was selected after analyzing the fold change (FC) values of all 208 genes and
represents a medium level of stringency. After the cutoff was applied, 108 genes
remained, distributed as follows: 74 Br genes, 84 Ly genes and 45 BrLy genes. A
schematic representation of the gene selection approach is given in Figure 1.

144 BelBI2016, Belgrade, June 2016.



Gene expression in schizophrenia patients ...

FIG. 1: Schematic representation of the gene selection approach

As our aim was to investigate gene expression of select genes by real time PCR
in peripheral blood, we reasoned that the group of 45 genes, which is obtained
by combining the Br and Ly datasets, contains the best candidates. In effect, by
combining the two groups, we were able to eliminate most of the genes which
are highly tissue specific and may not be expressed beyond baseline in peripheral
blood. We next performed a functional annotation clustering analysis of this
group of genes. The rationale for analyzing the genes by function was to gain
insight into biochemical pathways or biological functions which are affected in
SCZ and T. gondii infection. For that purpose, we selected the algorithm included
in the DAVID 6.7 Bioinformatics suite. Functional annotation clustering results
of the most significantly enriched cluster are shown in Figure 2.

The enrichment score we obtained for annotation cluster 1 is below the cutoff
for statistical significance, most likely due to the very small number of genes in-
cluded in the analysis. Nevertheless, the fact that the cluster is made up of genes
with immune functions lends biological credibility to the results. In addition,
we determined that most of the genes are situated in the MHC region, which
has been repeatedly associated with SCZ by different GWAS, while its associa-
tion with the immune response to infections cannot be disputed. The genes we
ultimately selected to assay for expression in peripheral blood and the mined
expression data are shown in Table 1.

Peripheral blood as well as demographic data was collected from a series of
101 SCZ patients of the Institute for mental health. All were outpatients whose
blood was collected during one of the repeat check-up visits to the Institute. As
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FIG. 2: Functional Annotation Clustering results, DAVID 6.7 Bioinformatics suite

TABLE 1: Selected genes with expression values and regulation in mined mi-
croarray datasets

Gene Symbol FC (Br) Regulation (Br) FC (Ly) Regulation (Ly)
HLA-DQA1 62.4 Up 3 Down
TAP1 24.3 Up 3.1 Up
TAP2 6.1 Up 2.2 Up
C4A 7.6 Up 4.9 Up
C4B 5.8 Up 23 Up
PSMB8 17.5 Up 2 Up
EGFL8 2.9 Down 1.4 Up
LY6G6C 5.2 Down 1.1 Down
CFB 156.6 Up 13 Up

a result, this study group did not include any patients with first episode SCZ.
Specific anti T. gondii IgG was positive in 20 patients, which were thus classified
as seropositive (toxo+). Negative specific IgM antibody as well as high avidity
indices of the detected specific IgG antibodies indicated that 19 toxo+ patients
were in the chronic phase of infection. Only one patient had serology findings
which correspond to acute infection. Select demographic data for the seroposi-
tive (toxo+) and seronegative (toxo-) groups is shown in Table 2.
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TABLE 2: Select demographic data of the schizophrenia patients enrolled in the
study thus far

Charateristics Seropositive (n=20) Seronegative (n=81)
Age (yrs) Mean ± SD 48 ± 11.9 39.9 ± 9.4
Range 27-82 22-64
Sex M 14 46

F 6 35
Hereditary SCZ 4 21

Statistical analysis reavealed that the difference in the mean age between the
toxo+ and toxo- groups is not significant. Importantly, the presence of SCZ in
the family (hereditary SCZ) in the toxo+ group was 20% and 25.9% in the toxo-
group. While the difference is not statistically significant, a higher prevalence of
infection in the non-hereditary SCZ group may be interesting, and should be
continued to be monitored.

Figure 3 shows the relative quantity of the HLA-DQA1, TAP2 and TAP1 genes de-
termined by real time PCR in peripheral blood of the SCZ patients (SCZ+/toxo+
and SCZ+/toxo- groups) compared with a control group which consisted of indi-
viduals infected with T. gondii without SCZ (SCZ-/toxo+). For HLA-DQA1, there
is a slight difference in expression between both SCZ+ groups and a clear differ-
ence with respect to the SCZ- control group. The same is evident for TAP2. How-
ever, there seems to be no difference in expression between any of the groups
for TAP1. The expression of the remaining genes remains to be investigated.

FIG. 3: Expression data for HLA-DQA1, TAP2 and TAP1 in peripheral blood

4. Discussion

This study highlights the use of a novel approach based on bioinformatics and
data mining to investigate a complex and controversial field of research built
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around the hypothesis that the parasite T. gondii plays a role in the etiology of
SCZ. Research into SCZ etiology so far has yielded fairly convincing evidence for
the existence of SNPs which occur statistically more frequently in the genomes
of SCZ patients [17]. Given that most of these SNPs are not within coding se-
quences, it is reasonable to assume that their effect is exerted on gene expression
and regulation [16]. We reasoned that by investigating gene expression in SCZ
hosts who are infected with T. gondii and those who are not, we may gain insight
into the mechanism(s) by which the parasite could be involved in the etiology
of the disorder. Rather than employing methods which generate astronomical
amounts of data which take years to process and analyze, we wanted a targeted
approach which would allow us to analyze a small number of genes by real time
PCR. The strategy we chose to apply for gene selection was utilizing and mining
already published data. Instead of looking at whole transcriptomes which con-
tain over 20,000 genes, we reasoned that by identifying genes in loci associated
with SCZ by the presence of characteristic SNPs which are involved in the im-
mune response to T. gondii, we should be able to narrow down the selection to
those genes which highlight the impact of infection on the SCZ host. Combining
GWAS data with microarray data may be an unusual approach, given the funda-
mental differences in the methodology and output data, but as the preliminary
PCR results suggest, our results are biologically relevant. Functional annotation
clustering performed as a control on the original list of coding sequences which
we extracted from the 22 loci identified by the GWAS used, did not identify genes
with immune functions as the top cluster. In fact, the results from this analysis
yielded no biologically meaningful data, as may have been expected given that
SCZ is such a diverse disorder in terms of genetics and clinical manifestations.
It should not be surprising that the most significantly enriched cluster identified
after combining GWAS and microarray data contained genes with immune func-
tions, as most of the genes which are differentially expressed during infection
are in fact those involved in the immune response. As a number of GWAS have
identified a particularly strong association of SNPs distributed throughout the
MHC locus with SCZ [19], the immune response may be a relevant factor in SCZ
etiology and should not be ignored. Our preliminary expression data indicates
that at least two of the genes we selected are indeed differentially expressed in
the peripheral blood of SCZ patients with T. gondii infection compared to in-
fected individuals without SCZ. It is particularly interesting to note that there
also is a difference in the expression of these genes between SCZ patients with
and without the infection, albeit far less striking. One tentative conclusion we
can draw from the data thus far is that T. gondii infection changes the expres-
sion of genes which reside in SCZ associated loci as a consequence of the hosts
immune response. Clearly, the infection alone is unlikely to cause the disorder,
as the vastly different global prevalences of SCZ and toxoplasmosis indicateap-
proximately 1-2% compared to 30-50% of the global population, respectively
[20, 21]. However, if the infection is introduced as a factor in a host already
genetically predisposed to SCZ, it is conceivable that it could trigger the devel-
opment of the disorder by inducing long term changes in gene expression and
regulation. The longitudinal effect of T. gondii infection is particularly interest-
ing given the fact that SCZ is predominantly a late (adult) onset disorder. Our
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own data suggests that despite the fact that we had based our gene selection
on microarray data from acutely infected animals, the genes which were differ-
entially expressed in acute disease were still differentially expressed in our SCZ
patients who were all in the chronic phase of infection.

The results presented here, albeit preliminary, have already shown biological
significance. Final interpretation of the results and conclusions will be drawn in
the future, when a greater number of SCZ patients are enrolled in this ongoing
study.
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Abstract. Accurate modelling of spreading processes represents a crucial
challenge of modern bioinformatics, particularly in the context of predict-
ing the consequences of epidemics (e.g. the proportion of population in-
fected at the critical point). A wide variety of frameworks have been es-
tablished; especially, recent developments in multiplex networks allow for
integrating several competing spreading processes and modelling their in-
teractions more directly. However, the research developments so far have
primarily been evaluated on randomly-generated networks and assump-
tions on network dynamics that are unlikely to correspond to actual human
psychology. As a decisive step towards controlled experiments of this kind,
we present Viral, a multiplex-network-guided system for real-world simu-
lations of the competing processes of epidemics and awareness in modern
society, based around a lightweight distributed Android application and a
centralised simulation server, both of which are simple to set up and config-
ure. Extensive logging facilities are provided for analysing the simulation
results.

Keywords: multiplex networks, competing processes, epidemics, aware-
ness, real-world simulations, Android

Availability: The full source code (licensed under the MIT license) is avail-
able at http://github.com/PetarV-/viral.

1. Introduction

Traditionally, epidemics modelling has been performed by way of single-layered
networks, representing humans as nodes with a set of possible states they can
be in (susceptible-infected-recovered (SIR) [1] and its varieties being a popular
choice) and allowing for disease to spread along the links of the network, rep-
resenting pairs of people that come into physical contact. However, it became
apparent that one usually cannot fully describe the disease-spreading process in
such an isolated fashion—there may well be other processes that are capable
of influencing it (by way of either competition or cooperation), forming in that
way a kind of network of networks [2]. One example of such influence can be an
awareness-spreading process in the society, where people that are aware of an
epidemic can take appropriate precautions (vaccination, protective masks, isola-
tion, etc.), effectively reducing their probability of contracting the disease. Note
also that awareness can spread along links that differ from the links used in the
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original network—a simple example are social network acquaintances that do
not interact physically. Representing the system in this way has demonstrated
emergence of important phenomena that were not present in the single-layered
case, therefore solidifying the need to focus on the “bigger picture” when per-
forming disease modelling.

A popular interpretation of the concept of networks of networks is to rep-
resent them as multilayer networks [3]. In particular, the special case of mul-
tiplex networks should be very appropriate for representing epidemics-related
networks and has been a topic of plentiful related research in recent years [4–
10]. Informally, a multiplex network is a multi-layered graph in which each layer
is built over the same set of nodes, and there may exist edges between nodes in
different layers. Here the nodes usually represent individuals in a population,
while the layers usually correspond to the different processes under study.

This framework has thus far been almost exclusively applied to generated
networks (common choices include Erdős-Rényi random graphs [11] and Barabási-
Albert scale-free networks [12]), and assumptions on the network dynamics
(such as the Markov property) that may not always correspond to human psy-
chology are often made. With the primary aim of providing a complementary
tool that allows researchers to further verify their predictions on real-world con-
trolled experiments, we have developed Viral during the 24-hour Hack Cam-
bridge hackathon [13], where it was commended as one of the top seven projects
(out of ∼100 participating teams from top-tier universities).

2. Multiplex network model

We consider a multiplex network setup with two layers over the same set of
nodes (corresponding to individuals in the population), corresponding to the
epidemics and awareness processes, respectively. An SIS (susceptible-infected-
susceptible) process is assumed for the epidemics layer, while a UAU (unaware-
aware-unaware) process is assumed for the awareness layer (akin to the models
used in [4, 5]).

The epidemics layer operates under the assumption that the epidemic spreads
by airborne transmission—each node broadcasts its current geolocation to the
network, which then (re)computes mutual distances between nodes and nor-
malises them to obtain probabilities of transmission (such that the disease is
more likely to spread along pairs of nodes that are closer together).

Along the awareness layer, knowledge of an epidemic can spread between
individuals that exchange information. Awareness is represented in this context
by knowledge of a round-unique code (initially known to only a fraction of the
population). We have made a crucial decision to model this layer only implic-
itly—individuals that have knowledge of this code may disseminate it by means
of verbal communication as well as making advantage of social networks. This
has a very positive impact on both the amount of state that needs to be main-
tained in the individual nodes and on obtaining a more accurate behavioural
dynamic in this layer.

The layers influence one another in two critical ways: 1) a susceptible indi-
vidual that knows the code can get vaccinated, thus diminishing their probability
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of infection; 2) an individual that becomes infected will, with a fixed probabil-
ity, obtain the round code, provided they didn’t have it already. The full network
dynamics are illustrated by Figure 1.

In order to discourage the “pack behaviour” in which awareness immediately
fully spreads and everyone gets immunised early on, a novel component of our
system encourages a proportion of the population to behave carelessly, by as-
signing them a negative role of an infector—their purpose being to get as much
of the population infected as possible until the round ends. All other (human)
nodes are simply tasked with staying healthy until the end of the round.
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FIG. 1: Illustration of the underlying network dynamics assumed by Viral. Nodes
take part in both the epidemics layer (SIS + vaccinated) and the awareness
layer (UAU). Intensity of edges in the epidemics layer represents probability
of contracting the disease over that edge, and is based on mutual proximity
between the individuals. The dynamics of the awareness layer are more related
to psychology, and therefore are modelled only implicitly to allow for maximal
flexibility.

3. Implementation

Viral consists of two core components: the server and the Android application.
The Android application represents a node in the network and broadcasts its
current geolocation to the server, which is used to compute distances between
nodes and obtain transmission probabilities for modelling the epidemics layer.
The server simulates the state transitions (such as a change in awareness or
physical state) and sends the node’s updated state to the Android application.
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3.1. Server

The server communicates with the Android applications as well as simulates and
maintains the network state. It also periodically appends the network state into
a log file for the current session and provides a visualisation tool that displays
the most recent state (created in publication-ready TikZ format—examples can
be seen in the synthetic experiments’ outputs in Section 4.2).

Simulating the epidemics layer is achieved by maintaining a matrix M of
inverse-exponential distances between all pairs of nodes with

Mi j = ke−λdi j (1)

where k > 0 and λ are server parameters, and di j is the great circle distance
between the locations of node i and node j, computed based on the “Inverse
Formula” from [14]. The probability of activation for edge i↔ j is given by
normalising:

Pi j =
Mi j

∑i, j Mi j
(2)

This means that the likelihood of infection increases as the proximity between
nodes increases, corresponding to an assumption of airborne transmission. An
edge activated between a susceptible and an infected node leads to the suscep-
tible node becoming infected with a specified probability (also a server parame-
ter).

The procedure as described requires O(n2) processing time complexity per
each position update, as well as O(n2) space complexity (where n corresponds
to the number of nodes in the system). While this should be sufficient for most
applications, we have included the possibility of configuring the server to choose
an edge to activate based on a Gibbs’ sampling approach, reducing the storage
requirement to O(n), along with a greatly diminished time complexity per up-
date (typically near-constant-time), making the system potentially scalable to
hundreds of thousands of concurrent clients.

3.2. Android application

The Android application consists of two main graphical components (Figure 2):

– Initial screen: the first prompt which becomes visible to the user once the
application is started; it allows the user to provide the hostname and port of
a Viral server;

– Main screen: the screen responsible for showing all the necessary information
received from the server, as well as allowing user input where necessary.

Once the the hostname and port are provided via the initial screen, all the nec-
essary components of the application are initialised. Thereafter, messages from
the server can trigger updates to the main screen. Concurrently, when the posi-
tion of the device is changed, its new geolocation is submitted to the server. In
addition, the user can enter (and potentially be shown) the round-unique code
(as mentioned in Section 2) in order to initiate vaccination—this code can be
shared among users, implicitly simulating the awareness layer.
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FIG. 2: A variety of screenshots of the Viral Android application. Left-to-right:
the initial screen, followed by three different states of the main screen.

4. Usage

Viral is primarily pitched as a tool for performing controlled experiments; af-
ter setting up a central server (preferably on a UNIX-based system, to make
advantage of the visualisation utility), participating subjects should have An-
droid phones with the Viral application running in their possession, and un-
derstood the rules of the game. This section is primarily concerned with the
necessary details for performing the initial setup and configuration of the server
and the Android application. We also provide details of an auxiliary tool that
can simulate additional participants performing a random walk and not doing
any awareness-related interactions (other than vaccinating themselves if possi-
ble and desirable), and present a few results we have obtained in such synthetic
experiments.

4.1. Installation

The full source code of Viral is hosted on the corresponding author’s GitHub
profile, at https://github.com/PetarV-/viral, and is licensed under the MIT
license. The source may be downloaded as an archive from GitHub, or the repos-
itory may be directly cloned by running the following command within a termi-
nal:

$ git clone https://github.com/PetarV-/viral.git

Detailed instructions for compiling and configuring the server, as well as set-
ting up the Android application and configuring the synthetic clients used for
the runs below, are provided in the README file of the repository.

4.2. Synthetic experiments

While the primary purpose of Viral is creating data from a controlled and real
environment, it also supports the addition of bots (virtual participants), whom
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the server does not distinguish from users. In the current model, the bots per-
form random walks and periodically send position updates to the server. Sending
the updates is modelled as a Poisson process i.e. the time T between updates is
a random variable with an exponential distribution E (λ ), with the probability
density function fT (t) = λe−λ t . No other behaviour is given to the bots, other
than them vaccinating themselves if they have access to the valid vaccine code
and have the human role.

We have run our application on purely synthetic data for preliminary mea-
surements. Some interesting cases of network behaviour (with different network
parameters) can be seen in Figure 3.
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FIG. 3: Examples of round endings. The first diagram shows a situation with
parameters corresponding to a typical flu-like epidemic (with an edge activa-
tion probability of 0.1 and a probability of contracting the disease of 0.05 if the
individual is vaccinated). The second diagram corresponds to a pandemic-like
scenario, in which everybody who is not vaccinated becomes infected (with an
edge activation probability of 0.4). The third diagram corresponds to a severe
epidemic with ineffective vaccines (with an edge activation probability of 0.25
and a probability of contracting the disease of 0.6 if the individual is vaccinated).
The node colours correspond to the colour coding from Fig. 1, and the link in-
tensities correspond to proximities in the epidemics layer. Note that in all these
cases, the epidemics layer graph contains two high-proximity clusters.

5. Conclusions

In this applications note we have presented Viral, a utility for performing real-
world controlled experiments on epidemics spreading with configurable param-
eters, taking advantage of the Android platform and multiplex networks. To the
best of our knowledge, it is the first of its kind, and should serve as both a
valuable tool for bioinformaticians and a potential reference implementation for
future advancements in the area of real-world simultaneous spreading process
simulation. In particular, the choice and amount of processes being considered
should be extendable to other cases, such as simultaneously considering multi-
ple transmission paths of a single disease [8] or multiple diseases [9]. We be-
lieve that the awareness component is also vital, and the framework provided
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by Viral for implicitly simulating it should prove highly valuable in all future
extensions. Furthermore, we hope that the human/infector model considered in
Section 2 should be a valuable first step towards accurately simulating the fact
that a large proportion of the population acts fairly carelessly in the presence of
an epidemic.
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Abstract. The accuracy of the genetic information transfer in living cells is
largely due to the peculiarities of the structure and variability of the DNA
double helix. A special role is played by deformations, which are induced
by local conformational transformations in the macromolecule. The pos-
sible arising in this case the localized deformations provide wide tools in
the processes of regulation and realization of the genetic information. The
approach for the study of conformational depended deformations of DNA
macromolecule is presented. This approach allows studying the mecha-
nisms of the localized transformations of the double helix due to the ac-
tion of small molecules, regulatory proteins, and some external forces on
DNA structure. The obtained results give a consistent interpretation of the
observed deformability of the regulatory fragments, such as TATA-box, A-
tract, CpG steps, and provide the possibility to predict the sizes and en-
ergies of local deformation of the double helix at the location of some
definite nucleotide sequences by them conformational states.

Keywords: Genetic information, DNA polymorphism, localized deforma-
tions

1. Introduction

Accuracy of the genetic information implementation in the living cells is largely
due to the peculiarities of the structure and variability of the DNA double helix.
The regulation of genetic activity, the stability and security of genetic texts, the
reading and translation of genetic information, all of these important biologi-
cal processes take place because of the unique properties of the DNA macro-
molecules, which distinguish them from other cellular molecules. The Nature
use DNA molecules for the recording and storage of the genetic information,
that is written by the sequences of DNA monomer units. To read and transfer the
genetic texts the special informational system exists, which define the procedure
and the need for the genetic information realization [1]. The key elements of
these information system are the certain DNA fragments whose structure prop-
erties can be very different, and so can be used as structural signs for the correct
understanding the genetic information.

As well known [2], the DNA double helix is a polymorphic macromolecule,
and has the ability to change its secondary structure in dependence of the nu-
cleotide composition or under an external action. The definite nucleotide se-
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quences can take the unique deformations under interaction with proteins. Aris-
ing in this case the localized deformations provide a broad palette of tools in the
genetic processes regulation.

The role of localized deformations caused by the polymorphic properties of
the double helix is under thorough research lately [3, 4]. The thousands struc-
tures of DNA fragments interacting with proteins are collected in the Protei Data
Bank and Nucleic Acid Database, but the mechanisms of the recognition of the
definite DNA sites by the regulatory proteins remain not clear still. The point is
that the studied molecular compounds have very a complicated structure, and
the experimental methods by itself cannot give the understanding how these
protein-DNA complexes form and work.

The theoretical methods have also some restrictions. The use of the computa-
tional approach based on quantum mechanical consideration of the interactions
of all atoms in the macromolecule is restricted by the DNA fragments of a few
base pairs [5]. In the case of using of atom-atom potential functions the com-
putations may be fulfilled for greater DNA fragment, about 20 base pairs [6,
7]. But, the atom-atom potential parameters are sorted out for description of
ground state of the system, and therefore these results cannot be considered as
so correct for macromolecule metastable or excited configurations. The difficul-
ties in the studding of the localized deformations are also connected to the fact
that these deformations have sufficiently large amplitude of structural elements
deviations from their equilibrium positions in the double helix, and therefore
cannot be understood in terms of the elastic rod models, that are fair for the
study of DNA chain mechanics in the harmonic approximation.

One of the productive way to understand the conformational resources of
DNA double helix is the use of the phenomenological model approach. Under
successful model construction the phenomenological approach allows to de-
scribe the structural transformations in macromolecules of the real size and with
the account of surrounding factors. It is also important that the phenomenolog-
ical approach make clear the physical nature of the processes under considera-
tion. Of course, at some principal points, the phenomenological modeling can
be amplified by more accurate calculations.

In the present work the phenomenological approach is used for the study
of the conformationally induced deformations in the DNA regulatory fragments.
Using the available results of the conformational analysis of the DNA regulatory
sequences, their deformations is studied in the frame of two-component model.
One model component (external) describes the macromolecule deformation as
in the model of elastic rod, another component (internal) - the conformation
transformations of the macromolecule fragment. Both components are consid-
ered as interconnected on the pathways of certain conformational transforma-
tion. The developed approach is used for a study of the deformability of TATA-
box, A-tract, and the allosteric effects of CpG steps. The approach provides the
possibility to predict the characteristics of local deformations of the double helix
at the location of definite nucleotide sequences by them conformational states.
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2. Conformation Transformations of the Regulatory
Sequences in the Double-Stranded DNA

DNA macromolecule consists of two polynucleotide strands which are formed
by alternated phosphates groups and deoxyribose (or sugar) rings. To the sugars
the nucleic bases are attached. Under natural conditions, in ion-hydrate environ-
ment, DNA strands comprise a double helix, where the nucleic bases of different
strands form the hydrogen-bonded complementary pairs (A·T or G·C) inside the
helix. So, the double stranded DNA is a polymeric molecule, which monomer
link includes two phosphate groups, two sugar rings and complementary pair
of nucleic bases [2]. It is important, that DNA macromolecule has the ability to
change the double helix form under the influence of external factors. Under the
form transformation the macromolecule is usually change the conformation of
the monomer link, that is, exhibits polymorphic properties. As in any polymor-
phic structures, the form of DNA double helix is coupled with the conformational
state of its monomer link [2].

FIG. 1: Nucleotide sequences for DNA genetic activity regulation. (a)The regu-
latory sequences in the double-stranded DNA include a few base pairs; (b)CpG
steps are situated usually at the promotor region; TATA-box determine the start
of the transcription; A-tract points to the end of the gene.

In the present work we will pay attention to the deformations of the definite
nucleotide sequences, which are usually used for the regulation of the genetic
processes providing in DNA. There are the sequences of the TATA-box, A-tract,
CpG-steps. These sequences are located in the gene promotor, or at the start and
at the end of the nucleotide sequence of the gene (Fig. 1). The regulatory frag-
ments in the DNA chain determine the order in which the genetic information
should be read.

General property for these regulatory sequences is the polymorphism of their
secondary structures in the double helix [8–10]. That is, the DNA fragments,
where such sequences are located, have a several stable conformational states,

BelBI2016, Belgrade, June 2016. 161



S.N. Volkov

usually one ground state and some metastable states. Under the interaction with
proteins or small ligands the regulatory sequences can transmit in another con-
formational state and induce the deformation caused by that conformational
rearrangements. As a rule, the deformations of the regulatory fragments have
a unique form and play a role of the special signals for the genetic information
transfer.

They demonstrate the unique deformations of the double-stranded chain,
which allows them to be used as regulatory elements in the mechanisms of ge-
netic activity.

It is known, the position of TATA-box determines the beginning of the gene
sequence and the start of the transcription [8, 10]. The results X-ray studies [8,
11, 12] are shown the transformation of the TATA-box under the action of RNAp.
After the interaction with the polymerase subunits the TATA-box bends signifi-
cantly (about 80◦ on eight base pairs), and by this means indicates the place of
the transcription beginning. From the point of view of A.Klug [8] the anomaly
deformability of the TATA-box is caused by a specific heteronomic conformation
of the TATA sequence, where the conformations of the monomer units alternate.
The X-ray study of the TATA-box transformations has confirmed this assumption
and shown the existence of alternating in the conformations of the sugar rings
(C’2-endo - C’3-endo) in the double helix strands [12].

In turn, as is well known [13], the fragment with A-tract is usually bent at
the physiological conditions, and in such a way determine the finish point of the
transcription. The bent state of A-tract is caused by the formation of water spine
in the DNA minor groove with A·T pair sequences [14]. As shown by [14], after
the water molecules separation the sequences of A-tract transit to B-like form.
That is the bend of the tract is its usual state in the physiological conditions, and
B-form is metastable for it.

The possible role of CpG-steps is the blocking of the genetic processes af-
ter cytosine methylation, and it is manifested mainly in promotor region [15].
The study of the flexibility of CpG-steps under the methylation of cytosine base
shows the increase in rigidity of the DNA helix, and is seen directly in MD sim-
ulations [16]. It should be noted, that the methylated state of the step is less
profitable by the energy. The experimental studies have shown that the CpG
steps in the promotor region are located at some distance from each other [15].
That is, between two neighboring CpG-steps in the DNA chain there is an action
of allosteric type on some advantageous distance between them.

Despite a significant number of studies performed, the origin of these un-
usual deformations has not been clarified yet. It should be emphasized, the
study of the conformations of these fragments has shown their evident bimodal-
ity in the conditions of their functioning. So, it is correct to assume that the
unusual features of these sequences are associated with their conformational
polymorphism. In each case one can see the existing of the conformational tran-
sition from ground to some metastable state, that determine the appearance
of unique deformation of the DNA fragment. It is important to note, that the
conformational induced deformations are formed in the DNA fragments, where
the definite nucleotide sequences are placed. Hence, these deformations have a
localized character.
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3. Two-component Approach

For understanding the mechanism of the localized deformations appearance and
for the determining the shape of deformed DNA fragments the two-component
approach will be used. The approach is developed in our earlier works for the
study the conformational induced deformations in DNA macromolecules [17–
19]. In this approach the transformation of DNA structure is considered in the
frame of the model with two displacement component. One model component
(external) describes the macromolecule deformation as in the model of elastic
rod, another component (internal) - the conformation changes of the macro-
molecule monomer units. In fact, the model components describes the displace-
ments of the monomer unit in the double helix and the displacement of the nu-
cleic base pairs with respect to the DNA backbone. Both components are treated
as interconnected on the paths of certain conformational transformation.

FIG. 2: Two-component model for the description of the deformations of a poly-
morphic DNA. R and r - the external and internal displacements of the macro-
molecule monomer unit. Φ and F - the potential functions describing the con-
formational transition between the ground and metastable states.

Taking into account the structural organization of a macromolecule, the en-
ergy density of the polymorphic macromolecule can be presented in the contin-
uum approximation as:

Ede f = SRR′2 + srr′2 +Φ(r)−χhF(r)R′ . (1)

In the expression (1) R = R(z) and r = r(z) are the displacements of the exter-
nal and the internal components, R′ and r′ - its derivations on z, SR and sr -
the elastic parameters of the external and the internal subsystems. The poten-
tial functions Φ(r) and F(r) describe the conformational transition between the
different conformational states of the macromolecule, the parameter χ deter-
mines the interrelations between the external and internal components of the
macromolecule deformation. The parameter of the interrelations can have the
different sign, and so it will be assumed that χ = iχo, where i = ±1 in depen-
dence of the known form of the potential energy of the deformation. The value
h is the size of the double helix step - the distance between the neighboring base
pairs.

The first term in the equation (1) describes the energy of the macromolecule
deformation, as in the elastic rod model. The second term describes the elastic
energy of the rearrangements of the internal structure of the double helix. The
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third term is the energy of the conformational transformation in the double
helix structure. The last one describes the energy of the interrelation between
the internal conformational rearrangements and the deformations of the double
helix as a whole. Writing the energy of the deformation of the macromolecule
in the form (1) supposes that the internal conformational energy has a double-
well form, describing the conformational transitions from ground (usually r0)
to metastable (r2) state and back. It is reasonably to consider that these two
states are separated by the potential barrier placed between them (r1). For more
general character of the consideration we will study the possible deformations
of the DNA fragments without definition of explicit expressions for the potential
functions. Under study of the deformation of the definite DNA fragment it will
be stipulated the type of the potential functions Φ(r) and F(r) and the possible
pathway of the deformation. For the ground state r = r0 (DNA B-form) we will
assume that:

Φ(r0) = F(r0) = 0. (2)

Let us find the static excitations of the polymorphic DNA fragments. The
equations for the static excitation of the macromolecule with the energy (1) for
the external and the internal components have the form:

R′′+χ1
dF
dr

r′ = 0 ; (3)

r′′− σr

2
dΦ

dr
−χ2

dF
dr

R′ = 0 . (4)

where σr = 1/krh2, χ1 = iχ/hk1 and χ2 = iχ/hk2. After one time integration of the
equation (3) with accounting of the condition (2) one can obtain the expression
for the external deformation of the macromolecule:

ρ(z) = R′h =
iχ
kR

F(r) . (5)

As is seen, the deformation of the macromolecule is determined by the form
of the solution for the conformational component. That solution can be found
from the equation, which is the result of the integration of the expression (4):

r′2 +Q(r) = 0 . (6)

In the expession (6):

Q(r) =−σr
[
Φ(r)− 2χ2

kR
F2(r)

]
−C . (7)

Here C - the constant of integration, which is determined by the boundary con-
ditions of the solution.

The equation (6) gives the form of the internal component of the considered
fragment, its conformational state. This solution can be found as a conversion of
the integral: ∫ r(z)

r(0)

du√
−Q(u)

. (8)
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The obtained expressions determine the form of the deformation of the macro-
molecule fragment and the conformation state of its internal structure, and can
be used for the study of the deformability of the DNA regulatory sequences.

The deformation of the macromolecule chain in the extrema points will be
determined by the following expressions:

ρ(z) =
iχo

kR
F(r) , (9)

where i=±1, as is stipulated in the previous section.

4. Static Excitations of the DNA Regulatory Fragments

Let us find the possible static excitations for the macromolecule fragments with
different shapes of the conformational energy, that is determined by the form of
the function Q(r).

As was mentioned above, the regulatory sequences in DNA macromolecule
have a polymorphic properties. Thus, in modeling the conformational transfor-
mations of these sequences we will assume that their conformational energies
have the definite bimodal shapes. This assumption is completely consistent with
the experiment and computational modeling data [8, 11, 12, 14, 16]. In the study
of the conformationally induced deformation of the DNA fragments it is rea-
sonable to consider three cases, in accordance with the possible types of the
bimodality which can realized in bistable systems. The different shapes of the
conformational energy of the two-component fragments is presented in Fig. 3.

r
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r
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r
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Q(r) Q(r) Q(r)
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( )b ( )c

FIG. 3: The shapes of the conformational energy of the regulatory fragments in
the double-stranded DNA.

So, for the modeling the deformation induced by the CpG steps the double-
well potential with ground and metastable states should be used (Fig. 3a). The
ground state will describe the usual conformation of the step in the double helix
(B-form) and the metastable state let describe the methylated conformation.

For the study the deformation induced by the TATA-box the double-well po-
tential should be presented in the form with two equivalent by energy states
(Fig. 3b). Accordingly to our analysis of the experimental data in [19], in the
TATA-box two equal by the energy conformations can be realized.

In the modeling of A-tract transformations the double-well potential with
ground and metastable states should be used also. But in this case it should be
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taken into account that metastable state in A-tract is more profitable due to the
existence of the water spine in the DNA grove (Fig. 3c).

In accordance with the described properties of the DNA regulatory fragments
and the possible types of their bimodality (Fig. 3), let us consider the conforma-
tionally induced deformations for three different conditions:

First, when the ground state accords to: r = r0; Φ(r0) = F(r0) = 0, and the
metastable one is: r = r2; Φ(r2)> 0, F(r2)> 0.

Second, when the ground state accords to: r = r0; Φ(r0) = F(r0) = 0, and the
metastable state is:r = r2; Φ(r2) = F(r2) = 0.

Third, when the ground state accords to: r = r0; Φ(r0) = F(r0) = 0, and the
metastable one is: r = r2; Φ(r2)< 0, F(r2)< 0.

It is important for the understanding of the value and the shape of the DNA
fragment deformations in accordance with the formula (9) to take into account
the shape of the conformational energy of the fragment. For the first two cases
correctly to assume: i=+1, but for the last case it is i=-1 in accordance with
conformational analysis [14].

For the first case the equations for the internal components (r(z)) gives the
following solution:

r(z) = r2− rex(z) ; rex(z) =
a

ch(qbz)+b
, (10)

accordingly to which when z→ 0, then r(z)→ r2− e2, and ρex → ρe << ρ2. But
when z→±∞, then r(z)→ r2, and ρex → ρ2. This solution can be used for the
interpretation of the deformation of the DNA fragment with CpG steps, which
are located on the edges of the fragment.

For the second case, one can obtain:

r(z) = r1 + e th(qez) ; ,e = (r2− r0)/2, qe =±eQe , (11)

which shows that under z→ 0, r(z)→ r1, and ρex → ρ1. In turn, when z→±∞,
then r(z)→ r0, and ρex→ 0. This case accords to the understanding of the defor-
mation of the TATA-box.

For the third case, one can obtain:

r(z) = r1 + rex(z) ; rex(z) =
c

ch(qdz)+d
. (12)

As is seen, in this case when z→ 0, then r(z)→ r0 + e0, and ρex→ ρ0 ∼ ρ2. But,
when z→±∞, then r(z)→ r0, and ρex→ 0. This solution allows to understand of
the deformation induced by A-tract.

All these solutions for the definite shapes of the conformational state and
induced deformations are presented in Fig. 4.

As is seen from the presented in Fig. 4 results, the localized deformation
of the definite fragments of DNA double strand are the static conformational
excitations - static conformational solitons by their nature. The appearance of
these excitations under definite boundary conditions serve as a specific signal
for the DNA recognized proteins.

Thus, the CpG steps after methylation become more rigid and their place-
ment in the promoter region leads to an increase in the stiffness of the nucleotide
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FIG. 4: Deformation state of DNA regulatory fragments for three studied shapes
of the conformational energy. The displacements of the internal (conformation -
r(z)) and external (deformation - ρ) components are shown.

sequences of the promoter itself and the impossibility of promotor recognition
by the regulatory protein. This effect is enhanced by the location of methylated
CpG steps at a certain distance (shown in Fig. 4.1 by arrows), the value of which
corresponds to the width of the static soliton (or to its two half-widths), param-
eter l in Fig. 4.1. The boundary conditions on the ends of the fragment accord to
the methylated CpD step itself, and in the central part of the fragment the value
of the deformation drops to its usual value. The location of the two localized
excitations (induced by two methylated CpG steps) on the favorable distance
leads to the formation of additional tension in the promotor region and to the
blocking of the genetics activity.

On the other hand the bistability of the TATA-box leads to the formation of a
special deformation of the chain of the macromolecule with the maximum value
in the centre of fragment (Fig. 4.2), Such shape of the fragment deformation
allows to recognize this sequence with an accuracy of one base pair in DNA. It is
necessary to emphasize that in the case of the TATA-box the special conditions on
the ends of the fragment it is necessary to create. As is seen from the our theory,
it is necessary to form different conformational state at the ends of the fragment
(as shown in Fig. 4.2 by arrows). These boundary conditions are satisfied to real
situation in TATA-box, due to the transitions of the terminal sugar rings of the

BelBI2016, Belgrade, June 2016. 167



S.N. Volkov

DNA fragment to different conformational states, as is shown in our analysis
[19].

The conformation of A-tract is due to the interaction with water molecules
on the length of the tract. This additional interaction leads to a decrease in
the energy of the fragment accordingly to [14]. In the same time on the free
ends of the tract the usual B-form should be realized, and that is the boundary
conditions for the excitations of A-tract (Fig. 4.3). As a result, the A-tract is bent
sufficiently smoothly in accordance with the number of A·T pairs interacting
with water molecules (Fig. 4c).

Thus, the developed approach allows studying the physical mechanisms of
the localized deformations appearance in the DNA double helix and shows the
relationship of deformation with the conformational state of the DNA fragment
and its nucleotide composition. As is seen, the mechanisms of the localized de-
formation conditioned by the nonlinear ability of the conformational transfor-
mations in the DNA regulatory fragments. The key role in the existence of this
mechanisms play the polymorphic properties of the double helix. It is impor-
tant to emphasize that polymorphism of the secondary structure is inherent in
the DNA molecule, which apparently is the reason for its central position in the
molecular biology.
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Djurić, Tamara, 82
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Jelić, Asja, 64
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